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Abstract

Risk analysis becomes very important especially with the increase of risk accidents in
the industrial fields. In this context, we present in this master thesis a new approach
based on belief functions theory for determining the safety integrity level of a safety
instrumented system. This approach consists on collecting data from expert opinions
by eliciting judgements using a qualitative method, dividing them in groups using the k-
means algorithm and aggregating them by applying a hierarchical method. The output
of the data collecting process will be integrated into a risk evaluation model in order to
get the safety integrity level. As an evaluation method, we propose a new generalized
risk graph named Evidential Risk Graph, which is able to deal with imperfect data
modeled with the belief functions theory.

Résumé

L’analyse de risque devient de plus en plus importante avec l’augmentation rapide
du nombre des accidents surtout dans le domaine industriel. Dans ce contexte, nous
présentons dans ce rapport de master une nouvelle approche pour déterminer le niveau
d’intégrité de sécurité d’un système instrumenté de sécurité. Cette approche est basée
sur la collecte des données à partir des avis d’experts. Le processus de la collecte se car-
actérise par trois principales étapes : l’élicitation des avis d’experts avec une méthode
qualitative, la division de ces avis à l’aide de l’algorithme de clustering k-moyenne et
l’agrégation des avis d’experts en utilisant une méthode hiérarchique. Les résultats du
processus de la collecte des données seront intégrés dans un modèle d’évaluation de
risque afin d’obtenir le niveau d’intégrité de sécurité. Comme méthode d’évaluation,
nous proposons une généralisation de la méthode du graphe de risque (Graphe de Risque
Crédibiliste) capable de traiter les données imparfaites modélisées à l’aide des fonctions
de croyance.
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Introduction

Motivation and purpose

Currently, industrial facilities present different risks for persons, equipments and en-
vironment. Serious accidents are still caused by these risks. One of the solutions
for dealing with these problems is having good safety systems. To design, implement
and maintain these systems various standards can be used. For instance the IEC61508
standard (IEC61508, 2002) presents the Safety Instrumented Systems (SIS) whose main
objective is reducing the occurrence probability of the risk.

The risk reduction process is based on the evaluation of the necessary risk reduction
level according to the Safety Integrity Level (SIL) of the SIS. Several methods can be
used for risk evaluation such as the risk graph (IEC61508, 2002) and the risk matrix
(ISO14121-2, 2005).

Risk evaluation methods are based on various parameters. Getting these data be-
comes more and more difficult especially with the fast changes in the current society.
Experts can be a good source of information to deal with these parameters. Collecting
data from experts requires two basic steps: elicitation of expert opinions and aggrega-
tion of expert opinions.

There are many methods which can be used for the elicitation of expert opinions
process. These methods are generally divided into two main approaches: the quan-
titative approaches and the qualitative approaches. In the quantitative approaches,
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List of Tables 3

experts’ opinions are expressed as numbers according to an uncertainty theory. In the
qualitative approaches (Ben Yaghlane et al., 2006a; Bryson and Mobolurin, 1999; Wong
and Lingras, 1994), it is easier to experts to express their opinions as they can use the
natural language.

Experts when giving their opinions can not be always sure and precise. Thus, data
originating from experts are usually imperfect. Many mathematical theories are able to
deal with this type of data such as probability theory, possibility theory (Zadeh, 1965)
and evidence theory (Shafer, 1976).

The evidence theory becomes more and more popular. It is a simple and flexible
way for modeling imperfect data. It is a powerful tool for combining data from different
sources.

Data resulting from the elicitation process must be aggregated in order to get a
unique, relevant and useful information. There are many combination rules that can
be used for aggregating expert opinions in the evidence framework. We are interested
in this work on a hierarchical method of aggregation (Ha-Duong, 2008).

The classic methods used for the risk evaluation are not able to deal with imperfect
data resulting from expert opinions. To resolve this problem in the risk graph model,
we propose a generalized risk graph based on belief functions theory.

Master contribution

In this work, we propose an approach for SIL allocation based on the belief functions
theory. Our approach is based on two essential steps: collecting data from expert opin-
ions and integrating these data into a risk evaluation method based on evidence theory
in order to determine the safety integrity level of a SIS.

For collecting data, we elicit expert opinions using a qualitative method (Ben Yagh-
lane et al., 2006a), divide these opinions using the k-means algorithm (MacQueen,
1967) and aggregate them by means of a hierarchical method of aggregation of expert
judgements (Ha-Duong, 2008). For SIL allocation we propose a generalized risk graph
(IEC61508, 2002) based on the belief functions theory: Evidential Risk Graph.
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Master organization

This report is organized as follows: Chapter 1 presents the risk evaluation process, it
defines many concepts related to this process. In chapter 2, we present the treatment of
uncertainty in the risk evaluation process. We detail the approach of collecting expert
opinions in the evidence framework in chapter 3. In chapter 4, we describe the proposed
evidential risk graph and the schema of the adopted approach and we present a case
study to illustrate this approach. Finally, chapter 5 deals with the implementation and
simulation tasks.



1
Risk evaluation process

1.1 Introduction

Many tasks in the industry fields induce high risk and cause serious accidents and in-
juries. Industrial facilities have to reduce the risk in order to avoid its consequences.

The risk reduction aims to reduce the occurrence probability of the risk. To achieve
this aim, implementing a safety system will be very important. Many standards can
be used to design these systems, one of the most used is the IEC standard (IEC61508,
2002).

Before reducing the risk, it is necessary to identify and evaluate it. The risk evalu-
ation aims to identify the risk level in order to be able to reduce or eliminate the risk.
Many risk evaluation methods can be adopted such as the risk graph (IEC61508, 2002)
and the risk matrix (ISO14121-2, 2005).

In this chapter, we first introduce the concept of risk. Then we present some safety
systems, the IEC standard and the risk reduction process. Finally, we detail some risk
evaluation methods.

1.2 Risk concepts

1.2.1 Risk definition

The risk is not a new concept, it has been developed by several authors in the literature.
According to (Villemeur, 1988), the risk is defined as ”a measure of a danger associat-
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1.2. Risk concepts 6

ing a measure of the occurrence of an unwanted event and a measure of its effects or
consequences”.

Whereas Shaughnessy (O’Shaughnessy, 1992) proposed the following definition:
”The risk is established by the possibility that a fact having undesirable consequences
occurs ”.

According to the IEC 61508 standard (IEC61508, 2002), the risk is ”A combination
of the probability of a damage and its gravity”.

Gouriveau (Gouriveau, 2003) studied many definitions of this word and noticed
that the risk can be defined as an association of the situation’s causes and the related
consequences. The causes can be characterized by their occurrence (P ) and the effects
by their impact (I). The correlation between P and I allows to build a risk indicator
R = f(P, I) (figure 1.1).

Figure 1.1: Risk components



1.2. Risk concepts 7

1.2.2 Risk measure

The risk, as it is demonstrated in many of its definitions, is usually related to the couple
(Gravity, Probability). Farmer (Farmer, 1967) has developed a relation between the
risk and this couple in his curve shown in figure 1.2. Risks classified under the curve
are considered to be acceptable, but those placed over the curve are not.

Figure 1.2: Farmer’s curve (Farmer, 1967)

1.2.3 Risk types

The occurrence probability and the damage caused by the risk are different from a
situation to another. Thus, different types of risk are deduced:

• Tolerable risk: According to the IEC standard (IEC61508, 2002) the tolerable
risk is the risk accepted in a certain context and based on the current values of
the company.
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• Major risk: The major risk is characterized by its big number of victims, the
cost of the equipment damage, and its impact on the environment (Tanzi and
Delmer, 2003; Sallak, 2007).

• Residual risk: It is the remaining risk after taking all the prevention measures
(IEC61508, 2002).

• EUC risk: Risk resulting from the EUC 1 or from the interaction of the EUC
with its command system (IEC61508, 2002).

1.3 Safety systems

Safety is often defined by its opposite. It can be seen as the absence of danger, risk,
accident or disaster (Sallak, 2007).

A safety system is a system aimed to achieve a safe state and maintain it for an
equipment, a machine or any other device(IEC61508, 2002).

1.3.1 Electric/Electronic/ProgrammableElectronic Systems (E/E/PES)

Safety systems are based on different types of technologies: pneumatic, mechanic, hy-
draulic, electric, electronic, programmable electronic, etc...

Electric/electronic systems are used, for years, to execute safety functions in many
sectors. Computer systems (usually called programmable electronic systems (PES))
become recently very important to fulfil functions related to the security or to any
other field.

Thus, to use the electric/electronic systems and exploit the advantages of comput-
ing, the IEC 61508 standard (IEC61508, 2002) presents the Electric/Electronic/Programmable

1Equipment Under Control: equipment, machine, device or installation used for manufacturing,

treatment, transport, medical or other activities (IEC61508, 2002).
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Electronic Systems (E/E/PES) which are systems of command, protection or surveil-
lance based on one or more Programmable Electronic devices. Figure 1.3 shows the
structure of these systems according to the IEC 61508 standard.

Figure 1.3: Structure and terminology of the electric/electronic/programmable elec-
tronic systems according to the IEC standard

1.3.2 Safety Instrumented Systems (SIS)

One of the most used E/E/PES is Safety Instrumented System (SIS). The main objec-
tive of this system is to take a process into a safe state when it is in a real risk situation.

A SIS is composed of three parts (figure 1.4). The sensor part is used to supervise
the drift of a parameter towards a dangerous state. The logic unit is dedicated to
collect the signal coming from the sensor, treat it and compute the actuator’s input.
The main objective of the third part (actuator part) is to put the process into a safe
state and maintain it (Simon et al., 2006).

A SIS is used to implement Safety Instrumented Functions (SIF) that is intended
to control parameters and implement actions in order to achieve or maintain a safe
state for the supervised process with respect to the specific hazardous event (Indus-



1.4. IEC 61508 standard: Functional safety of E/E/PE Safety-related Systems 10

Figure 1.4: The structure of a SIS

tries, 2009).

Each SIF affords a measure of risk reduction indicated by its Safety Integrity Level
(SIL). The IEC standard define the safety integrity level of a SIS according to the value
of its average Probability of Failure on Demand (PFDavg) for low demand systems
(less than one solicitation per year) and its failure per hour for high demand systems
or systems acting in continuous mode (table 1.1).

Table 1.1: SIL levels according to the IEC 61508
Solicitation Low Demand High Demand

SIL PFDavg Failure/hour
1 [10−2, 10−1[ [10−6, 10−5[

2 [10−3, 10−2[ [10−7, 10−6[
3 [10−4, 10−3[ [10−8, 10−7[

4 [10−5, 10−4[ [10−9, 10−8[

1.4 IEC 61508 standard: Functional safety of E/E/PE

Safety-related Systems

The IEC 61508 2 standard (IEC61508, 2002) is an international standard designed
for ensuring the functional safety of electrical / electronic / programmable electronic
safety-related systems. This standard presents an approach for establishing E/E/PE

2International Electrotechnical Commission
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systems by taking into account all the steps of the life cycle of these systems. It includes
seven parts:

• 61508-1: General requirements.

• 61508-2: Requirements for E/E/PE safety-related systems.

• 61508-3: Software requirements.

• 61508-4: Definitions and abbreviations.

• 61508-5: Examples of methods for the determination of safety integrity levels.

• 61508-6: Guidelines on the application of parts 2 and 3.

• 61508-7: Overview of techniques and measures.

The IEC standard is designed as a generic standard. It can be applied at any field
where safety is treated using E/E/PE systems such as manufacturing industries, phar-
maceutical processes, Nuclear, etc. The main objective of this standard is to be sure
that the safety-related systems achieve correctly the required safety functions.

1.5 Risk reduction

The risk reduction concerns all the actions or measures aimed to decrease the probabil-
ity or the gravity of the damage (INERIS-DRA-2006-P46055-CL47569:Omega7, 2006).
The risk reduction becomes more important when the risk is considered unacceptable.
The risk reduction process, according to the IEC standard, is shown in figure 1.5.

The measures adopted for risk reduction are divided, usually, on three types (INERIS-
DRA-2006-P46055-CL47569:Omega7, 2006):

• Prevention measure: Measures to avoid or limit the probability of an un-
wanted event.

• Limitation measure: Measures to limit the intensity of the effects of a danger-
ous phenomenon.

• Protection measure: Measures to limit the consequences on the potential tar-
gets by decreasing the vulnerability.
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Figure 1.5: Risk reduction according to the IEC standard

1.6 Risk evaluation methods

1.6.1 Categories

Several methods are used to evaluate the risk level. These methods are divided on three
categories (Simon et al., 2007):

• Quantitative methods: These methods compute the availability of a SIS us-
ing the failure rate and the repair failure rates of their components. The most
widespread methods are: simplified equations (ISA-TR84.00.02-2002, 2002b);
fault trees (ISA-TR84.00.02-2002, 2002a); markovian approaches (ISA-TR84.00.02-
2002, 2002c).

• Semi-quantitative methods: The most widespread method is the matrix of
risk. This matrix gives the level of SIL according to the gravity of the risk and
the frequency of occurrence.

• Qualitative methods: They determine the level of SIL starting from the knowl-
edge of the risks associated to the system.

In this work we are interested in semi-quantitative and qualitative methods which
are generally less costly than the quantitative ones. Several semi-quantitative and
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qualitative methods have been proposed, the risk matrix and risk graph are among the
most used ones.

1.6.2 Risk matrix

A risk matrix is a multidimensional table (in most of the cases a two dimension matrix)
allowing the combination of any class of gravity of damage with any class of probability
of occurrence of that damage (Etherton, 2007).

This method is very popular in system reliability and risk assessment fields. Its use
is very simple. For every dangerous situation, a category (or a value) is allocated to
every input parameter. The level of risk of the studied dangerous situation is obtained
by projection of the categories of the parameters given in input on the risk matrix.

Figure 1.6 shows an example of a risk matrix according to (ISO14121-2, 2005;
J.Marsot and L.Claudon, 2006). This matrix has four input parameters: the Severity
(S), the Frequency of exposure (F), the probability of Occurrence (O) and the possibility
of Avoidance (A).

Example 1.1

Let us consider a dangerous situation with a high gravity (S2), low exposure (F1), high
probability of occurrence (O3) and low possibility of avoidance (A1).
The intersection between (S2, F1) and (O3, A1) gives the risk level: 3. �

1.6.3 Risk graph

An other representation for determining the risk level is the risk graph. It is a graphi-
cal representation of the relation between the risk and its components. The risk graph
is a good way to show visually and quickly the effect of a protective measure on the
reduction of the studied risk.

An example of a risk graph used by the IRSST 3 is shown in figure 1.7. This graph
is based on four parameters: the gravity of the risk, the frequency of exposure, the
probability of occurrence and the possibility of avoidance.

3Institut de Recherche en Santé et en Sécurité du Travail en France
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Figure 1.6: Risk matrix

The use of the risk graph is similar to a decision tree (Quinlan, 1986). According
to the value of each parameter, a path is built. The risk level is, then, obtained by
following this path.

Example 1.2

Let us consider a dangerous situation with a high gravity (severe injury), rare frequency
of exposure, low probability of occurrence and possibility of avoidance of the dangerous
situation. According to the graph, the path built with these values gives the risk level:
1 as shown in figure 1.7. �

1.7 Conclusion

In this chapter, we have presented the basic concepts of the risk evaluation process.
We have described how can reduce the risk by using safety systems such as the safety
instrumented systems and adopting a risk evaluation method such as the risk graph.

In the next chapter we will study the treatment of uncertain data in the risk eval-
uation process.



1.7. Conclusion 15

Figure 1.7: Risk Graph used by IRSST



2
Risk evaluation under uncertainty

2.1 Introduction

Risk evaluation methods are based on several parameters. Usually, these parameters
are imperfect. Indeed, they can be incoherent, imprecise or/and uncertain. Many theo-
ries can be used for dealing with imperfect data, such as probability theory, possibility
theory (Zadeh, 1965) and evidence theory (Shafer, 1976).

The evidence theory becomes more and more popular. It is a simple and flexi-
ble framework for dealing with imperfect information. It generalizes the probabilistic
framework by its capacity to model the total and partial ignorance. Also, it is a pow-
erful tool for combining data. Thus we are interested on the treatment of uncertainty
using the evidence theory.

Several methods of risk evaluation have been proposed to deal with imperfect data.
One of these methods is the fuzzy risk graph which extends the risk graph method.

In this chapter, we first introduce the basic concepts of the evidence theory. Then
we present some risk evaluation methods able to deal with uncertainty.

2.2 Basic concepts of evidence theory

The evidence theory also known as belief functions theory or Dempster-Shafer theory
was first introduced by Dempster in 1967 and Shafer in 1976. Several models have
been proposed from this theory. One of the most used is the Transferable Belief Model

16
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developed by Smets to represent quantified beliefs. In the following, we remind some
basic concepts of the TBM. More details can be found in (Shafer, 1976; Smets and
Kennes, 1994; Smets and Gabbay, 1998).

2.2.1 Frame of discernment

Let Ω a finite set of exclusive and exhaustive elements called the frame of discernment
and 2Ω its power set defined by:

2Ω = {A : A ⊆ Ω} (2.1)

Example 2.1 Let us consider a variable W which can be one of the risk graph pa-
rameters. This variable can take three values: W1, W2 or W3. Therefore its frame of
discernment Ω is constituted of W1, W2 and W3:

Ω = {W1, W2, W3}.
The corresponding power set is:

2Ω = {∅, W1, W2, W3, W1 ∪ W2, W1 ∪ W3, W2 ∪ W3, W1 ∪ W2 ∪ W3}. �

2.2.2 Basic belief assignment

A basic belief assignment (bba) also named belief mass, is a function 2Ω → [0, 1], such
that: ∑

A⊆Ω

m(A) = 1 (2.2)

m(A) is the portion of belief supporting exactly A. Any subset A of Ω such that
m(A) > 0 is called a focal element. Let z(m) ⊆ 2Ω denotes the set of focal elements.

Example 2.2 The following belief masses are defined on the frame of discernment
Ω = {W1, W2, W3}:

m(W1) = 0.2
m(W2 ∪ W3) = 0.4
m(∅) = 0.4

The set of focal elements is z(m) = {{∅}, {W1}, {W2 ∪ W3}}. �
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If m(∅) = 0, the related belief function is assumed to be normalized. In the TBM, the
mass of the empty set can be non null. This mass is interpreted as a consequence of
the open-world assumption. It is considered to be the expert’s degree of belief that the
variable’s value is not an hypothesis belonging to Ω. The related belief function is then
unnormalized.

An unnormalized belief mass m can be transformed into a normalized one m′ using
the normalization operator defined as follows:

{
m′(A) = m(A)

1−m(∅) ∀A ⊆ Ω, m(∅) 6= 1

m′(∅) = 0
(2.3)

Example 2.3 The belief masses presented in 2.2 are an example of an unnormalized
belief masses. Applying the normalization operator gives:

m′(W1) = 0.2/(1− 0.4) = 0.33
m′(W2 ∪ W3) = 0.4/(1− 0.4) = 0.67
m′(∅) = 0

�

The mass m(Ω) is the degree of belief assigned to the whole frame of discernment. It
represents the amount of the total ignorance.

2.2.3 Belief function

The belief function (or credibility function) corresponding to a belief mass m is a
function bel : 2Ω → [0, 1], defined as:

bel(A) =
∑

∅6=B⊆A

m(B) (2.4)

bel(A) gives the amount of support given to A.

Example 2.4 Suppose that an expert gave these belief masses:
m(W1) = 0.6
m(W1 ∪ W3) = 0.2
m(W1 ∪ W2) = 0.2

The corresponding credibility function is:
bel(W1) = 0.6
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bel(W1 ∪ W2) = 0.8
bel(W1 ∪ W3) = 0.8
bel(Ω) = 1

�

m(A) may be derived from bel(A) as follows:
{

m(A) =
∑

A⊆B(−1)|B|−|A|bel(A)
m(∅) = 1 − bel(Ω)

(2.5)

Some belief functions can have particular values. In the following, we present some of
these special belief functions:

• Categorical belief function: A categorical belief function is a normalized belief
function, it is characterized by an unique focal element which is different from Ω
and ∅. This belief function can be defined as follows:

mΩ(A) =

{
1 if A = A? ⊂ Ω
0 ∀A ⊆ Ω and A 6= A?

(2.6)

Example 2.5 The following belief function is categorical:
m(W1 ∪ W2) = 1

�

• Vacuous belief function (VBF): A vacuous belief function is a normalized belief
function having an unique focal element which is Ω. Its corresponding belief
function is defined as follows:

mΩ(A) =

{
1 if A = Ω
0 otherwise

(2.7)

This belief function is used to express the total ignorance of an expert. Thus,
when an expert have no idea about the real value of the variable, he attributes
the unit to the Ω meaning that all hypotheses can be the variable’s real value.

Example 2.6 The following belief function is vacuous:
m(Ω) = 1

�
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• Contradictory belief function: A contradictory belief function is a belief function
having the contradictory belief function is a non normalized belief function having
an unique focal element which is the empty set ∅. Its corresponding bba is defined
as follows:

mΩ(A) =

{
1 if A = ∅
0 otherwise

(2.8)

Example 2.7 The following belief function is contradictory:
m(∅) = 1

�

• Dogmatic belief function: A dogmatic belief function is a belief function such that
Ω is not a focal element:

mΩ(Ω) = 0 (2.9)

Example 2.8 The following belief function is dogmatic:
m(W1) = 0.6
m(W1 ∪ W3) = 0.2
m(W1 ∪ W2) = 0.2

�

• Bayesian belief function: A Bayesian belief function is a bba such that all focal
elements are singletons:

{
mΩ(A) ∈ [0, 1] if | A |= 1
mΩ(A) = 0 otherwise

(2.10)

Example 2.9 The following belief function is bayesian:
m(W1) = 0.6
m(W2) = 0.2
m(W3) = 0.2

�

This belief function corresponds to a probability distribution.

• Certain belief function: A certain belief function is a categorical belief function
such that its unique focal element is a singleton. This bba represents the total
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certainty. Its corresponding bba is defined as follows:
{

mΩ(A) = 1 if A ∈ Ω
mΩ(B) = 0 B ⊆ Ω and B 6= A

(2.11)

Example 2.10 Let us assume that the experts affirmed that the value of W is
W1, then we get:

m(W1) = 1. �

• Consonant belief function: A consonant belief function is a belief function where
the focal elements are nested (A1 ⊂ A2 ⊂ . . . ⊂ Ω).

Example 2.11 The following belief function is consonant:
m(W1) = 0.2
m(W1 ∪ W2) = 0.3
m(W1 ∪ W2 ∪ W3) = 0.5

�

2.2.4 Plausibility function

The plausibility function associated with m is a function pl : 2Ω → [0, 1], defined by:

pl(A) =
∑

∅6=B∩A

m(B) (2.12)

pl(A) represents the maximum amount of potential specific support that could be given
to A, it contains parts of belief that do not contradict A.

Example 2.12 Suppose that an expert gave these belief masses as an attribute’s
value:

m(W1) = 0.2
m(W1 ∪ W3) = 0.5
m(W1 ∪ W2) = 0.3

The corresponding credibility function is:
pl(W1) = 1
pl(W2) = 0.3
pl(W1 ∪ W2) = 1
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pl(W3) = 0.5
pl(W1 ∪ W3) = 1
pl(W2 ∪ W3) = 0.8
pl(Ω) = 1

�

m(A) may be obtained from pl(A) as follows:




m(A) =
∑

A⊆B

(−1)|B|−|A|+1pl(Ā)

m(∅) = 1 − pl(Ω)
(2.13)

2.2.5 Commonality function

The commonality function has no significant meaning but it is used to simplify com-
putations. A commonality function associated to a bba m is a function q : 2Ω → [0, 1],
defined by:

q(A) =
∑

A,B⊆Ω,B⊇A

m(B) (2.14)

Example 2.13 Suppose that an expert gave these belief masses as an attribute’s
value:

m(W2 ∪ W3) = 0.4
m(W1 ∪ W3) = 0.3
m(W1 ∪ W2) = 0.3

The corresponding commonality function is:
q(∅) = 1
q(W1) = 0.6
q(W2) = 0.7
q(W1 ∪ W2) = 0.3
q(W3) = 0.7
q(W1 ∪ W3) = 0.3
q(W2 ∪ W3) = 0.4

�

m(A) may be obtained from q(A) as follows:

m(A) =
∑

A⊆B

(−1)|B−A|q(B) (2.15)
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2.2.6 Combination of belief functions

The belief function theory is a strong tool for combining data originating from many
sources of information.

Let m1 and m2 two bba′s representing two sources of information and having the
same frame of discernment Ω. Different rules can be used to combine these pieces of
information. Here are some of the commonly used rules:

• Dempster’s rule of combination: (Dempster, 1967) this rule is denoted by ⊕, it
is defined by the following formula:

(m1 ⊕ m2)(A) =





∑

B∩C=A

m1(B) . m2(C)

1−
∑

B∩C=∅

m1(B) . m2(C)
∀A ⊆ Ω, A 6= ∅

0 if A = ∅

(2.16)

• The conjunctive rule of combination (CRC): denoted by ∩© and defined as follows:

(m1 ∩©m2)(A) =
∑

B,C⊆Ω: B∩C=A

m1(B).m2(C) (2.17)

• The disjunctive rule of combination (DRC): denoted by ∪© and defined as:

(m1 ∪©m2)(A) =
∑

B,C⊆Ω: B∪C=A

m1(B).m2(C) (2.18)

• The cautious conjunctive rule: It is an extension of the conjunctive rule of combi-
nation (Denœux, 2008). This rule is denoted by ∧© and obtained by the following
formula:

m1 ∧©m2 = ∩A(ΩAω1(A)∧ω2(A) (2.19)

where ∧ denotes the minimum operator and ω(A) is the weight of every A ∈
2Ω \ {Ω} obtained by:

ω(A) =
∏

B⊇A

q(B)(−1)|B|−|A|+1
(2.20)

where |A| is the cardinality of A, and Aω denotes the Generalized Simple BBA
(GSBBA). It is a function µ : 2Ω −→ < verifying:

µ(A) = 1 − ω

µ(Ω) = ω

µ(B) = 0, ∀B ∈ 2Ω A, Ω

(2.21)
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for A 6= Ω and ω ∈ [0, +∞).

Example 2.14 In table 2.1, we present two bba′s m1 and m2 given by two different
sources of information, these bba′s are combined using the different combination rules
presented previously.

Table 2.1: Combining information using different rules of combination
m1 m2 m1⊕2 m1 ∩©2 m1 ∪©2 m1 ∧©2

∅ 0.1 0 0 0.292 0 0.4226
W1 0.05 0.3 0.209 0.148 0.045 0.1279
W2 0.3 0.4 0.5819 0.412 0.16 0.2789

W1 ∪ W2 0.2 0.1 0.1102 0.078 0.315 0.0620
W3 0.06 0 0.0169 0.012 0 0.0186

W3 ∪ W1 0.01 0 0.0028 0.002 0.021 0.0031
W3 ∪ W2 0.1 0 0.0282 0.02 0.064 0.031

Ω 0.18 0.2 0.0508 0.036 0.395 0.0558

�

The use of all these rules of combination depends on the dependency and reliability of
the data sources. This problem will be discussed in 3.3.1.

2.2.7 Refinement and vacuous extension of belief functions

Let m′ be a bba defined on a frame of discernment Ω′ and Ω a refinement ρ of Ω′. It
means that for every proposition ω′ ∈ Ω′ is associated one or more elements in Ω. The
bba m′ can be extended to a larger frame Ω using the vacuous extension (Shafer, 1976)
denoted by mΩ′↑Ω. The values of mΩ′↑Ω are given by:

mΩ′↑Ω(ω) =

{
mΩ′(ω′); if ω = ρ(ω′)
0 otherwise

(2.22)

where ρ(ω′) is the image of ω′ under ρ.

Example 2.15 Let Ω′ = {W, P} and Ω = {W1, W2, W3, P1, P2} its refinement such
that ρ(W ) = {W1, W2, W3} and ρ(P ) = {P1, P2}.
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Let m′ be a bba defined on Ω′ by:
m′({W}) = 0.2 ; m′(Ω′) = 0.8

The vacuous extension of m′ to Ω is a bba defined as follows:
mΩ′↑Ω({W1, W2, W3}) = 0.2 ; mΩ′↑Ω(Ω) = 0.8 �

2.2.8 Discounting

The discounting is needed when sources of information are not considered fully reliable.
Suppose that a source of a belief m is considered reliable at a level α and not reliable
at a level 1 − α, thus the belief m is transformed into m∗ using the following formula
(Smets, 2000): {

m∗(A) = αm(A), ∀A 6= Ω
m∗(Ω) = 1 − α + αm(Ω)

(2.23)

where α ∈]0, 1].

2.2.9 The pignistic transformation

The problem of making decisions from beliefs is resolved in the TBM by the pignistic
transformation which gives a probability measure denoted by BetP in order to use it
for decision making. The pignistic transformation is defined as follows:

BetP (A) =
∑

B⊆Ω

|A ∩ B|
|B|

m(B)
1 − m(∅) ∀A ⊆ Ω (2.24)

where |A| denotes the cardinality of A.

Example 2.16 Let us finish with the same example 2.2 and suppose that an expert
gave these bba′s:

mΩ({W1}) = 0.2
mΩ({W2}) = 0.4
mΩ({W1 ∪ W3}) = 0.3
mΩ(Ω) = 0.1

After applying the pignistic transformation, we obtain:
BetP{W1} = 0.38
BetP{W2} = 0.44
BetP{W3} = 0.18

We note that the most probable value of the risk graph parameter W is W2. Thus, if
we have to decide, we will choose this hypothesis. �
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2.3 Risk evaluation methods under uncertainty: State of

Art

As we previously said the risk evaluation methods are based on several parameters
which are usually imperfect. Classical methods are not able to deal with uncertainty.
Several works have been developed to resolve this problem.

2.3.1 Works related to risk evaluation methods under uncertainty

For dealing with uncertainty, many classical methods of risk evaluation have been ex-
tended using an uncertainty theory such as probability theory, possibility theory and
evidence theory.

Some of these methods are summarized in table 2.2. The first column in this table
includes the classical method of risk evaluation and the second indicates the uncertainty
representation used for dealing with imperfect data. More details about these methods
can be found in references in the third column.

Table 2.2: Works related to risk evaluation methods under uncertainty

Evaluation method Uncertainty representation Reference
Risk graph Fuzzy sets (Nait-Said and Ouzraoui, 2008)
Risk graph Fuzzy sets (Simon et al., 2007)

Fault tree Possibility theory and Fuzzy sets (Sallak and Simon, 2006)
Fault tree Probability theory and Fuzzy sets (Sallak and Aubry, 2005)

Fault tree Belief functions (Schön and Denoeux, 2004)

As we previously mentioned, we are interested in this work in semi-quantitative
and qualitative methods and more especially on the risk graph method. Therefore, we
present in the following an example of risk graph able to deal with imprecise data.
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2.3.2 Fuzzy risk graph

The fuzzy risk graph (Simon et al., 2007) is based on the same parameters of the stan-
dard risk graph. These parameters are modeled using fuzzy numbers and possibility
theory.

The fuzzy risk graph is based on three main steps:

1. Fuzzy partition and fuzzyfication: this step consists on defining the fuzzy
partitions (figure 2.1) of the four parameters used in the fuzzy risk graph. These
partitions must be in the reference scales provided to the experts.

Figure 2.1: Evaluation scale partitions

2. Inference system: to take into account the uncertainty of data, the fuzzy risk
graph uses a fuzzy inference system which is able to establish the relation between
inputs fuzzy variables and output one (Simon et al., 2007).

Two main operators are used in this context: the T-norms (conjunctive operators
AND) and the T-conorms (disjunctive operator OR). To define these operators in
the fuzzy logic Simon et al. used the product and the probabilistic sum operators
(Simon et al., 2007).
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Thus, the fuzzy inference system of the fuzzy risk graph is constituted of a set of
if..then rules (figure 2.2).

Figure 2.2: Fuzzy inference system

3. Output fuzzy partition and defuzzyfication: The SIL levels are obtained
after performing the inference system of the fuzzy risk graph. These levels are
modeled in a continuous scale. Thus, the decision is made using the defuzzification
operation based on the center of gravity.

2.4 Conclusion

In this chapter, we have presented the belief function theory which is a good tool to
deal with uncertain data in the risk evaluation process.

Then, we have given an example of a risk evaluation method which is able to take
into account uncertain data using the fuzzy numbers and the possibility theory.

In chapter 3, we will study the process of collecting data from expert opinions. This
process depends on two essential steps: the elicitation and the aggregation of expert
opinions.



3
Collecting expert opinions

3.1 Introduction

As we previously mentioned, risk evaluation methods are based on different parameters.
The process of collecting these parameters is very important to get correct and relevant
results.

However, getting needed information is currently very difficult. Experiences are not
always possible and they can not give at all times the expected and useful results. So,
experts’ opinions can be a good solution for these problems.

Data provided by experts can not be always perfect, thus several methods of elici-
tation and aggregation have been proposed in order to deal with this type of data.

We are interested in this work on the elicitation and aggregation of expert opinions
using the belief function theory. Many methods are proposed in this context such as
the qualitative method for eliciting expert judgements proposed by Ben Yaghlane et
al. (Ben Yaghlane et al., 2006a) and the hierarchical method for aggregating expert
opinions proposed by Ha-Duong (Ha-Duong, 2008).

In this chapter, we first present the process of elicitation of expert opinions. Then,
we introduce the adopted method for aggregating expert judgements. Finally, we
present the k-means (MacQueen, 1967) algorithm used for dividing expert opinions
into groups.

29
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3.2 Elicitation of expert opinions

Getting efficient information from expert opinions needs to model them in a proper
way. Two main approaches are generally adopted for elicitation of expert opinions: the
quantitative approaches and the qualitative approaches.

3.2.1 Quantitative approaches

In the quantitative approaches, the expert is asked to give his judgement using numbers.
Depending on the problem, these numbers can be modeled according to the probability,
possibility or evidence theory.

For example in the probability theory, experts are generally asked to give (Sandri
and Kalfsbeek, 1995):

• The 5%, 50% and the 95% quantiles.

• The mean, the mode or the median of the distribution.

• The distribution function.

In the possibility theory, experts can give:

• Several intervals using fuzzy numbers.

• Possibility distributions.

It is possible to transform these opinions (expressed in probability or possibility theory)
into evidence theory using the following formula (Ha-Duong, 2008):

• Any probability function p :→ [0, 1] naturally defines a bba m by:
{

m(ω) = p(ω) for any ω ∈ Ω
m(X) = 0 if |X | 6= 1

(3.1)

• A normalized possibility distribution is a function π : Ω → [0, 1] such that
maxω∈Ωπ(ω) = 1. Given such π, a BBA m naturally associated with π can
be computed via its commonality function as follows:

q(A) = minω∈Aπ(ω) (3.2)
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m(A) =
∑

B⊇A

(−1)|B|−|Aq(B) (3.3)

In this approach, it is very difficult to experts to express their opinions especially
when they are not familiar with the theory used in the elicitation problem. Then, the
qualitative approach can be more suitable to elicit experts’ opinions.

3.2.2 Qualitative approaches

In this approach, experts can easily express their opinions using natural language. Sev-
eral methods have been proposed for eliciting qualitatively expert opinions.

Wong and Lingras’ method

Wong and Lingras (Wong and Lingras, 1994) proposed a method for representing pref-
erences by quantitative belief functions. This method is based on modeling expert
opinions using two binary relations: the preference relation denoted by m and the in-
difference relation denoted by ∼.

Let A and B two propositions in the frame of discernment Ω. If the expert prefers
A to B, then A m B. If he is indifferent, then A ∼ B. These preference relations are
represented by a belief function as follows:

A m B ⇔ bel(A) > bel(B) (3.4)

A ∼ B ⇔ bel(A) = bel(B) (3.5)

The process of generating the belief function from the preference relations is based on
two steps:

1. Determination of the focal elements: considering initially that all the propo-
sitions in Ω are focal elements and then eliminating some propositions according
to the following condition: if A ∼ B and B ⊂ A then A is not a focal element.

2. Computation of the basic belief assignment: this step consists on the res-
olution of a system of equalities and inequalities defined by equations (3.4) and
(3.5).
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Bryson and Mobolurin’s method

Bryson and Mobolurin (Bryson and Mobolurin, 1999) proposed a method for generating
belief function from qualitative preferences. This method is based on several steps:

1. Qualitative scoring: each proposition in the frame of discernment is assigned
first to a BROAD category bucket, then to a corresponding INTERMEDIATE
bucket and finally to a corresponding NARROW bucket according to a qualitative
scoring table.

2. Identifying and removing non-focal elements using the qualitative scoring table.

3. Providing numeric intervals to indicate his beliefs on the relative truthfulness of
the proposition.

4. Checking the beliefs provided in step 3.

5. Generating belief function by providing a bba interval and a belief interval for
each focal element.

6. Checking the bba′s and beliefs generated in the previous step. If they are accept-
able then the process is stopped, else the process is repeated.

Ben Yaghlane et al.’ method

Ben Yaghlane et al. (Ben Yaghlane et al., 2006a; Ben Yaghlane et al., 2006b) proposed
a method for constructing belief functions from qualitative expert opinions. The main
idea of this method is generating belief functions from expert opinions using the pref-
erence relations proposed in (Wong and Lingras, 1994) and defined by equations (3.4)
and (3.5). These relations will be transformed as follows:

A m B ⇔ bel(A)− bel(B) ≥ ε (3.6)

A ∼ B ⇔ −ε ≤ bel(A)− bel(B) ≤ ε (3.7)

where ε > 0 is a constant given by an expert. It is considered to be the smallest gap
that the expert may discern between the degrees of belief in two propositions A and B.
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Relations defined in equations (3.6) and (3.7) will constitute the constraints of an
optimization problem. The objective function of this optimization problem is to maxi-
mize an uncertainty measure (UM) of the belief functions generated.

In order to take into account more than one objective in the optimization problem,
Ben Yaghlane et al. proposed different multi-objective optimization models using goal
programming. More details can be found in (Ben Yaghlane et al., 2006a; Ben Yaghlane
et al., 2006b).

Ben Yaghlane et al. proposed an easier way to elicit expert opinions: instead of
expressing their opinions using binary relations, experts can order their preferences by
giving a rank for each focal element in the frame of discernment. Then, this order will
built the constraints of an optimization problem which has also as an objective function
maximizing an uncertainty measure.

This method has the advantage of taking into account the quality of the constructed
belief functions and the inconsistency of the preference relations provided by the expert.

3.3 Aggregation of expert opinions

Once the elicitation step is achieved, an aggregation process will be very important
in order to get a unique and reliable information that represents all experts’ opinions.
Here, we are interested in aggregating data using the belief functions framework.

3.3.1 Combination of expert opinions in the belief functions theory

As mentioned previously, many rules in evidence theory can be used for the fusion of
expert judgements. The efficiency of these rules depends on the reliability and depen-
dence of the sources of information.

For instance, the conjunctive rule is usually used for combining two bbas produced
by distinct and reliable sources of information. For the fusion of evidences provided
by sources which are distinct but not considered all reliable, the disjunctive rule is
generally used. The cautious conjunctive rule is suitable when sources are correlated
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(Denœux, 2008; Smets, 2000).

Then, it will be interesting to have a combination method based on more than one
rule of combination which can be able to combine different types of information sources.

3.3.2 Hierarchical method for aggregation of expert opinions

Ha-Duong (Ha-Duong, 2008) proposed a hierarchical method for aggregating expert
opinions based on two rules of combination of expert opinions. The main idea of this
method is to combine conjunctively coherent sources of information and then combining
disjunctively partially aggregated opinions. It is based on three essential steps:

1. Dividing expert opinions into schools of thought, i. e. experts which have similar
opinions will be in the same group.

2. Combining information within each group using the cautious conjunctive rule
assuming that sources in each group are reliable but not independent.

3. Combining the different results of the second step using the disjunctive rule sup-
posing that the groups of experts are independent but not all reliable.

These steps are presented by the following formula:

mHierarchical = ∪©k=1..N ∧©i∈Gk
discount(mi, 0.999) (3.8)

where N denotes the number of groups and G1...GN represent the different groups of
experts.

This approach is extremely dependent on the step of dividing experts. This step
becomes more difficult when the number of experts is very large. So, we propose to
divide them automatically using a clustering algorithm.

Example 3.1 Lets consider the opinions of three experts concerning the parameter
W expressed in the frame of discernment Ω = {W1, W2, W3}. The opinions of these
experts are given in table 3.1:

The opinions of these experts can be divided into two groups. The first group con-
tains expert1 and expert2 and the second group contains expert3.
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Table 3.1: Expert opinions expressed using the evidence theory

Expert Opinion

Expert1 m(W1) = 0.1; m(W1 ∪ W2) = 0.7; m(Ω) = 0.2
Expert2 m(W2) = 0.2; m(W1 ∪ W2) = 0.5; m(Ω) = 0.3
Expert3 m(W1) = 0.7; m(W1 ∪ W3) = 0.3

The result of combining the opinions within each group is summarized in the second
and fourth column of table 3.2. After aggregating the bba′s of each group of experts,
the final result of the hierarchical method of aggregation is given in column four. �

Table 3.2: Results of aggregation within each group of experts

Elements Result of group1 Result of group2 Final result

m(∅) 0 0.02 0
m(W1) 0 0 0
m(W2) 0 0.1798 0
m(W3) 0 0 0
m(W1 ∪ W2) 0.6993 0.0799 0.0699
m(W1 ∪ W3) 0.2997 0 0.0299
m(W2 ∪ W3) 0 0.6599 0.5872
m(Ω) 0.001 0.0604 0.3130

3.4 Clustering method for dividing expert opinions

The clustering is the process of organizing objects into groups (clusters) by maximizing
the similarity of objects within the same group and maximizing the dissimilarity of
objects belonging to different clusters (San et al., 2004).

One of the well spread techniques of clustering is the k-means algorithm (MacQueen,
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1967) proposed by MacQueen in 1967. As described in (Jain, 2009), the k-means
algorithm is based on the following steps:

1. Select arbitrarily an initial partition with K clusters (figure 3.1);

Figure 3.1: First step of k-means algorithm

2. Compute cluster centers (figure 3.2);

Figure 3.2: Second step of k-means algorithm

3. Repeat:

(a) Generate a new partition by assigning each object to its nearest cluster
center.

(b) Compute new cluster centers.

Until cluster membership stabilizes (clusters do not change from an iteration to
another) (figure 3.3);

Example 3.2 Let us consider a set T containing 7 clusters: T = {1, 2, 3, 6, 7, 8, 13, 15, 17}.
The results of k-means algorithm application using Euclidean distance (for simplicity)
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Figure 3.3: Third step of k-means algorithm

and choosing k = 3 are given in table 3.3.
�

Two parameters are essential in this algorithm: the number of clusters K and the metric
used to measure the similarity (distance) between objects. In our work, we assume that
K is given by a manager. For the metric used in this algorithm we need one able to
measure the distance between two bodies of evidence. The distance of Jousselme et al.
(Jousselme et al., 2001) is widely used in the belief functions framework. This distance
takes into account the specificity of the belief function by inducing the cardinalities of
the focal elements in the distance’s calculation. It is defined as follows:

dBPA(m1, m2) =

√
1
2
(−→m1 −−→m2)TD(−→m1 − −→m2) (3.9)

where m1 and m2 are two bodies of evidence defined on the same frame of discernment
Ω. −→m1 and −→m2 are vectors containing the bba′s of m1 and m2. D is a 2|Ω| × 2|Ω| matrix
whose elements are defined as:

D(A, B) =

{
1 if A=B=∅
|A∩B|
|A∪B| ∀A, B ∈ 2Ω

(3.10)

where |A| denotes the cardinality of A.

Example 3.3 Suppose that two sources S1 and S2 provide us two bba′s m1 and m2,
respectively:

m1(W1) = 0.5, m1(W2) = 0.5.
m2(W1) = 0.3, m2(W3) = 0.3, m2(W2) = 0.4.

The distance between mΩ
1 and mΩ

2 using Jousselme distance is:
dBPA(m1, m2) = 0.26 �
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Table 3.3: Application of K-means algorithm
Step Clusters Means

1 C1 = {1} M1 = 1
C2 = {2} M2 = 2
C3 = {3} M3 = 3

2 C1 = {1} M1 = 1
C2 = {2} M2 = 2
C3 = {3, 6, 7, 8, 13, 15, 17} M3 = 9.86

3 C1 = {1} M1 = 2
C2 = {2, 3} M2 = 2.5
C3 = {6, 7, 8, 13, 15, 17} M3 = 11

4 C1 = {1} M1 = 1
C2 = {2, 3, 6} M2 = 3.67
C3 = {7, 8, 13, 15, 17} M3 = 12

5 C1 = {1, 2} M1 = 1.5
C2 = {3, 7, 8} M2 = 5.34
C3 = {8, 13, 15, 17} M3 = 13.25

6 C1 = {1, 2, 3} M1 = 2
C2 = {6, 7, 8} M2 = 7
C3 = {13, 15, 17} M3 = 15

3.5 Conclusion

In this chapter, we have presented some qualitative methods for eliciting expert opin-
ions. Ben Yaghlane et al.’s method has the advantage of taking into account the quality
of the constructed belief functions and the inconsistency of the preference relations pro-
vided by the experts.

For the aggregation of expert judgements, we presented a hierarchical method pro-
posed by Ha-Duong. This method is based on dividing experts into groups of thought.
In order to make this step easier, faster and more relevant, we proposed to use a clus-
tering algorithm based on Jousselme’s distance.

The information resulting from the collecting data process will be used in the ev-
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idential risk graph, a generalization of the risk graph method proposed in the next
chapter.



4
Evidential risk graph process

4.1 Introduction

The main objective of the process of collecting expert opinions is to prepare the differ-
ent parameters that will be the input of the adopted risk evaluation method.

Experts can not always provide perfect data. The classic methods of risk evaluation
are not able to treat this type of data.

Thus, we propose in this chapter a new method for Safety Integrity Level (SIL)
allocation based on the belief functions theory as it is a flexible way to model uncertainty
and a strong tool for combining data. This method is a generalization of the standard
risk graph called the Evidential Risk Graph. Then, the whole process of determining
safety integrity level of a SIS is described. At the end of this chapter we present a case
study in order to illustrate this process.

4.2 Risk graph for determining safety integrity level

In this work we are interested in the risk graph model, given by the IEC standard,
for determining the safety integrity level. This model will be adapted to deal with
imperfect data modeled with the belief functions theory.

4.2.1 Standard risk graph according to the IEC standard

As we have already mentioned, the risk graph is a popular method used in industry
problems. It is a simple and clear way to model the relation between the risk and its

40
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components. This method is used to measure the risk reduction level by determining
the safety integrity level of a safety instrumented function in a safety instrumented
system. Figure 4.1 shows an example of a risk graph for SIL allocation according to
the IEC standard (IEC61508, 2002). This model is based on four parameters, C, F , P

and W . The meaning of each parameter is given by table 4.1.

Figure 4.1: Risk Graph in IEC 61508 for SIL allocation

This graph is explained as follows: the use of parameters C, F , and P gives as a
result several exits (X1, X2, X3..., Xn). Each exit is recorded in one of three scales
(W1, W2, W3). Each scale gives the SIL allocation level for the SIS. There are four
levels of risk reduction (SIL ∈ 1, 2, 3, 4). Level a means that a SIF is not necessary,
level b indicates that only one safety system is not sufficient, and ”−−− ” means that
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there is no need for a safety requirement.

Example 4.1

Let us consider a dangerous situation with the following values of parameters:
C = CB , F = FA, P = PB and W = W3.
By following the risk graph given in figure 4.1, the safety integrity level corresponding
to these values is SIL2. �

Table 4.1: Risk graph parameters

Parameter Values Meaning of each value

C: Consequence of the dangerous event

CA Minor incident
CB Reversible effects
CC Lethal effects limited to the site
CD Lethal effects outside the site

F: Frequency and exposure time
FA Rare exposure in the considered zone
FB Frequent exposure in the considered zone

P: Possibility of avoiding the dangerous event
PA Possible under certain conditions
PB Impossible

W: Probability of the unwanted occurrence
W1 Low probability
W2 Medium probability
W3 High probability

4.2.2 Risk graph vs decision tree

The risk graph has the structure of a decision tree that we read from left to right as
shown in figure 4.2 (J.Marsot and L.Claudon, 2006; ISO14121-2, 2005). Nodes of the
tree represent factors or parameters and edges correspond to the classes or values of
each factor.

For each dangerous situation, a value is assigned to every factor given in input. A
path is then drawn according to the values of the different parameters and the risk level
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Figure 4.2: Risk Graph according to (ISO14121-2, 2005)

of the dangerous situation will be deduced from this path.

Table 4.2 summarizes the similarity between the risk graph and the decision tree.

Table 4.2: Risk graph vs decision tree

Decision tree Risk graph

Application fields General method: different fields Risk analysis
Main objective Classification of a new objective Risk evaluation: SIL allocation

Tree construction Depends on the classification problem Given by a standard, ex: IEC, ISO...
Attributes Depends on the classification problem Risk factors, ex: C, P, F, W

Leafs Depends on the classification problem Risk levels
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4.2.3 Evidential risk graph

For dealing with imprecise and uncertain data, we proposed in this work a generaliza-
tion of the risk graph method based on the belief functions theory: an evidential risk
graph.

The evidential risk graph is based on the same parameters as the standard risk
graph described in the IEC 61508 standard: C, F, P and W. These parameters are now
considered imperfect and elicited using evidence theory.

As mentioned previously, the standard risk graph is very similar to a decision tree.
Thus, for the propagation of parameters in the evidential risk graph we simulate the
same inference engine (classification procedure) of the Belief Decision Trees (BDT)
proposed by Elouedi et al. (Elouedi et al., 2001).

The different steps of the BDT’s classification process are adopted in the inference
task of the evidential risk graph in order to determine the safety integrity level of a SIS.

Inference system in the evidential risk graph

Let mC be the bba representing the part of belief that supports parameter C defined
on the frame of discernment ΩC , mF be the bba of parameter F defined on ΩF , mP be
the bba of parameter P defined on ΩP and mW be the bba assigned to parameter W

defined on ΩW .
Let ΩSIL be the frame of discernment of the safety integrity levels (classes) and mSIL

be the bba representing the part of belief committed to the SIL levels.

The inference task of the evidential risk graph is based on several steps (Elouedi et al.,
2001):

Step 1: Generate a global frame of discernment ΩG relative to all the parameters using
the cross-product of the different frames of discernment:

ΩG = ΩC × ΩF × ΩP × ΩW (4.1)

Step 2: Extend the bba′s (mC ; mF ; mP ; mW ) of the different parameters to the
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global frame of discernment ΩG. The extended bba′s are denoted by: mC↑G;
mF↑G; mP↑G; mW↑G

Step 3: Calculate the body of evidence corresponding to the global frame of discern-
ment mG by aggregating the different extended bba′s using the conjunctive rule
of combination:

mG = mC↑G ∩©mF↑G ∩©mP↑G ∩©mW↑G (4.2)

Step 4: Calculate the belief function belΩSIL[x] of each focal element x of the bba mG

generated by the third step. As in the belief decision tree, this calculation de-
pends on the cardinality of the treated focal element x:

• If the focal element is a singleton (|x| = 1), then belΩSIL [x] is equal to the
belief function of the leaf attached to the treated focal element.

• If the focal element is not a singleton (|x| > 1), then belΩSIL[x] depends on
the different paths corresponding to the values of parameters:

– if all paths bring to the same leaf, then belΩSIL[x] is given by the belief
function of the leaf related to these paths.

– if paths lead to distinct leaves, then belΩSIL [x] is computed by combining
the belief functions corresponding to each leaf using the disjunctive rule
of combination.

Step 5: Compute the belief functions of the different classes (SIL levels) by averaging
the belief functions computed in the previous step using the following formula:

belΩSIL[ΩG](ω) =
∑

x⊆ΩG

mG(x) . belΩSIL [x](ω) for ω ∈ ΩSIL (4.3)

Step 6: Transform the beliefs resulting from the fifth step to probabilities using the
pignistic transformation in order to make a decision. The adopted SIL will be
the SIL having the highest probability value.

Figure 4.3 shows the decision tree that corresponds to the risk graph given by the IEC
standard. Each leaf of this tree defines a safety level that represents the path attached
to this leaf.
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Figure 4.3: Transformation of the risk graph into a decision tree

In this work we are interested in the case where the levels are certain and described
in the standard risk graph. Thus, each leaf in the evidential risk graph is characterized
by a categorical belief function where the focal element refers to the safety integrity
level defined by this leaf.

Example 4.2

Let us consider a path drawn according to following values of parameters:
C = CB , F = FA, P = PB and W = W3.
The leaf attached to this path defines the safety integrity level 2, this leaf is character-
ized by the categorical belief function defined as follows:

mΩ(A) =

{
1 if A = SIL2
0 ∀A ⊆ ΩSIL and A 6= SIL2

�
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4.3 General scheme of the proposed process

We now introduce the general process summarized in figure 4.4. The first step in this
process is the elicitation of expert opinions by the qualitative method of Ben Yaghlane
et al.

Expert can express his opinion by ordering the propositions considered as focal
elements. According to this order we generate the bba corresponding to the expert’s
opinion by resolving an optimization problem. In this work we did not focus on a par-
ticular uncertainty measure to be maximized. This may be the object of future works.

The second step is dividing expert opinions using a clustering algorithm. We
adopted in this step a k-means algorithm based on Jousselme’s distance in order to
be able to classify data modeled in the evidence framework.

The output of the clustering step will be the input of the third step which is ag-
gregating expert judgements by means of the hierarchical method of fusion of expert
opinions proposed by Ha-Duong (Ha-Duong, 2008).

These steps will be performed for each parameter (C, F, P, W) in order to get
bba′s corresponding to these parameters. The resulting bba′s will be integrated in the
evidential risk graph which will generate the safety integrity level of the SIS.

4.4 Case study

In order to illustrate the proposed approach for SIL allocation we present in the fol-
lowing a case study detailing its different steps.

4.4.1 Problem’s description

Let us consider an example from the IEC standard. A process composed of a pressurized
vessel containing volatile flammable liquid (see figure 4.5) can reject material in the
environment. The acceptable risk is defined, it has an average level of gas rejection less
than 10 year. An hazard analysis has shown that the current protection systems (alarm
and protection layers) are insufficient to warrant the risk level. Our goal is to determine
the SIL level of a safety integrated function that allows to reach the acceptable level of
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Figure 4.4: SIL allocation by elicitation and aggregation of expert opinions using evi-
dential risk graph

risk. This determination is based on the known risk about the vessel (IEC61508, 2002;
Simon et al., 2006). Below are the different values of the risk parameters used in this
case study :
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Figure 4.5: Vessel under pressure

• Significance of parameter C:

– Low : minor harm

– Medium: serious harm affecting one or more persons

– High: Death of several people

– Very High: Several killed people

• Significance of parameter F:

– Medium: exposure from rare to frequent in a dangerous area

– High: exposure from frequent to permanent in a dangerous zone

• Significance of parameter P:

– Medium: Possible under some conditions

– High: Almost impossible

• Significance of parameter W:

– Low: A very weak probability that undesired events occur or only some
undesired occurrences is probable

– Medium: A weak probability that undesired events occur or only some un-
desired occurrences is probable

– High: A high probability that undesired events occur or it is probable that
undesired events frequently occur
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Table 4.3: Possible values of parameters

Parameter Possible values Frame of discernment

C Low (LC); Medium (MC); High (HC); Very High (V HC) ΩC = {LC ; MC ; HC ; V HC}
F Medium (MF ); High (HF ) ΩF = {MF ; HF}
P Medium (MP ); High (HP ) ΩP = {MP ; HP}
W Low (LW ); Medium (MW ); High (HW ) ΩW = {LW ; MW ; HW}

The frame of discernment of each parameter is presented in table 4.3.

4.4.2 Collecting expert opinions

For data collecting process, we consider the opinions of five experts.

Elicitation of expert opinions

As we previously said, each expert expresses his opinion by ordering the propositions
that he consider as focal elements. The judgement of each expert concerning each pa-
rameter is summarized in table 4.4.

Thus, according to the opinion provided by an expert, a rank is affected to each
focal element. The proposition having the highest preference will have the highest rank.
If the expert is indifferent between two propositions, they will take the same rank.

Example 4.3 Let us consider the opinion of the fifth expert about parameter W .
Ranks are affected to the focal elements as follows:
{LW ∪ HW }m {LW } m {MW } ∼ {HW}

⇓ ⇓ ⇓ ⇓
3 2 1 1

�

After resolving the different optimization problems formed by expert preferences for
each parameter, the result of the elicitation step will be the bba′s of the different
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Table 4.4: Expert opinions

Expert C F P W

Expert1 {MC} {HF ∪ MF } ∼ {HF} {HP } {LW ∪ MW ∪ HW } m {LW ∪ HW } m {LW }
Expert2 {MC} {HF ∪ MF } m {HF} {HP } {LW }
Expert3 {MC} {HF ∪ MF } m {MF } m {HF } {HP } {LW ∪ HW } m {LW} m {MW }
Expert4 {MC} {MF } {HP } {LW }
Expert5 {MC} {HF ∪ MF } {HP } {LW ∪ HW } m {LW} m {MW } ∼ {HW }

Table 4.5: The result of the elicitation step for the parameter C

Expert1 Expert2 Expert3 Expert4 Expert5

m({MC}) = 1 m({MC}) = 1 m({MC}) = 1 m({MC}) = 1 m({MC}) = 1

parameters. The bba′s of the focal elements for each parameter are shown in tables 4.5,
4.6, 4.7 and 4.8.

Clustering

The next step in our approach consists on dividing the different opinions given by ex-
perts for each parameter using the clustering algorithm.

Table 4.6: The result of the elicitation step for the parameter F

Expert1 Expert2 Expert3 Expert4 Expert5

m({HF}) = 1 m({HF}) = 0.242 m({HF}) = 0.16 m({HF}) = 1 m({HF ∪ MF }) = 1
m({HF ∪ MF }) = 0.758 m({MF}) = 0.44

m({HF ∪ MF }) = 0.4
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Table 4.7: The result of the elicitation step for the parameter P

Expert1 Expert2 Expert3 Expert4 Expert5

m({HP}) = 1 m({HP}) = 1 m({HP}) = 1 m({HP}) = 1 m({HP}) = 1

Table 4.8: The result of the elicitation step for the parameter W

Expert1 Expert2 Expert3 Expert4

m({LW}) = 0.22 m({LW }) = 1 m({MW }) = 0.1 m({LW }) = 1
m({LW ∪ HW }) = 0.38 m({LW }) = 0.46
m({ΩW}) = 0.4 m({LW ∪ HW }) = 0.44

Expert5
m({HW}) = 0.14
m({MW}) = 0.14
m({LW}) = 0.4
m({LW ∪ HW }) = 0.32

The graphical representation of the opinion of each expert (figure 4.6) can be helpful
for choosing the number of clusters k.

It is clear for both parameters P and C that we have one cluster that contains
all experts. Assuming that we have three groups of experts for F and two groups for
parameter W , the result of the clustering step is as follows:

Parameter F

Expert1; Expert4 ∈ Cluster1
Expert2; Expert5 ∈ Cluster2
Expert3 ∈ Cluster3

Parameter W
Expert1; Expert3; Expert5 ∈ Cluster1
Expert2; Expert4 ∈ Cluster2
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Figure 4.6: Graphical representation of expert opinions
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Table 4.9: The result of the conjunctive combination

Parameters Clusters Focal elements

F

Cluster1 m({HF}) = 1

Cluster2
m({HF}) = 0.24
m({HF ∪ MF }) = 0.76

Cluster3
m({HF}) = 0.16
m({MF}) = 0.44
m({HF ∪ MF }) = 0.4

W
Cluster1

m({∅}) = 0.3
m({HW}) = 0.05
m({LW}) = 0.54
m({HW ∪ LW }) = 0.11

Cluster2 m({LW}) = 1

Aggregation of expert opinions

Once the groups of experts are generated, then we can aggregate the different opinions
using the hierarchical method explained in chapter 3.

• Conjunctive combination
The information provided by experts belonging to the same group are combined
using the cautious conjunctive rule (Denœux, 2008).

In this use case, all experts assert that parameters C and P are certain. So, the
bba′s of these parameters do not change from a step to another.
The result of the conjunctive combination within each group of experts for pa-
rameters F and W is summarized in table 4.9.

• Disjunctive combination
After aggregating data within each cluster, it is necessary now to combine the
different results of the previous step in order to have a unique and useful infor-
mation for each parameter.
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Table 4.10: The result of the collecting data process

Parameters Focal elements

C m({MC}) = 1

F
m({HF}) = 0.04
m({HF ∪ MF }) = 0.96

P m({HP}) = 1

W
m({LW}) = 0.84
m({LW ∪ HW }) = 0.16

The result of this step will be the result of the collecting data process. It is
summarized in table 4.10.

4.4.3 Evidential risk graph

These results are the input of the evidential risk graph. As mentioned previously, the
inference in the evidential risk graph is similar to the classification process in the belief
decision trees.

1. Generation of the global frame of discernment ΩG :

ΩG = {(LC , LF , LP , LW ); (LC, LF , LP , MW ); (LC, LF , LP , HW );
(LC , LF , MP , LW ); (LC, LF , MP , MW ); (LC, LF , MP , HW );
(LC , MF , LP , LW ); (LC, MF , LP , MW ); (LC, MF , LP , HW );
(LC , MF , MP , LW ); (LC, MF , MP , MW ); (LC , MF , MP , HW );
(MC , LF , LP , LW ); (MC , LF , LP , MW ); (MC, LF , LP , HW );
(MC , LF , MP , LW ); (MC, LF , MP , MW ); (MC , LF , MP , HW );
(MC , MF , LP , LW ); (MC, MF , LP , MW ); (MC , MF , LP , HW );
(MC , MF , MP , LW ); (MC, MF , MP , MW ); (MC, MF , MP , HW );
(HC , LF , LP , LW ); (HC, LF , LP , MW ); (HC, LF , LP , HW );
(HC , LF , MP , LW ); (HC, LF , MP , MW ); (HC, LF , MP , HW );
(HC , MF , LP , LW ); (HC, MF , LP , MW ); (HC, MF , LP , HW );
(HC , MF , MP , LW ); (HC, MF , MP , MW ); (HC, MF , MP , HW );
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(V HC , LF , LP , LW ); (V HC , LF , LP , MW ); (V HC , LF , LP , HW );
(V HC , LF , MP , LW ); (V HC , LF , MP , MW ); (V HC , LF , MP , HW );
(V HC , MF , LP , LW ); (V HC , MF , LP , MW ); (V HC , MF , LP , HW );
(V HC , MF , MP , LW ); (V HC , MF , MP , MW ); (V HC , MF , MP , HW )}

2. Extension of bba′s to the global frame of discernment for each parameter:

• Parameter C:

– mC↑G({MC} × ΩF × ΩP × ΩW ) =
mC↑G({(MC , LF , LP , LW ) ∪ (MC , LF , LP , MW ) ∪ (MC , LF , LP , HW )∪
(MC , LF , MP , LW )∪ (MC , LF , MP , MW ) ∪ (MC , LF , MP , HW )∪
(MC , MF , LP , LW )∪ (MC , MF , LP , MW ) ∪ (MC , MF , LP , HW )∪
(MC , MF , MP , LW ) ∪ (MC , MF , MP , MW ) ∪ (MC , MF , MP , HW )}) = 1

• Parameter F:

– mF↑G({HF } × ΩC × ΩP × ΩW ) = 0.04

– mF↑G({HF ∪ MF } × ΩC × ΩP × ΩW ) = 0.96

• Parameter P:

– mP↑G({HP } × ΩC × ΩF × ΩW ) = 1

• Parameter W:

– mW↑G({LW } × ΩC × ΩP × ΩF ) = 0.84

– mW↑G({LW ∪ HW } × ΩC × ΩP × ΩF ) = 0.16

3. Combination of the extended bba′s:

mG({(MC , MF , HP , LW ) ∪ (MC , HF , HP , LW )}) = 0.8064

mG({(MC , MF , HP , LW )∪(MC , HF , HP , LW )∪(MC , MF , HP , HW )∪(MC , HF , HP , HW )}) =
0.1536

mG({(MC , HF , HP , LW )}) = 0.0336

mG({(MC , HF , HP , LW ) ∪ (MC , HF , HP , HW )}) = 0.0064

4. Computation of beliefs on levels:
Let ΩSIL = {No; SIL1;SIL2;SIL3;a; b} be the frame of discernment containing
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the safety levels generated by the evidential risk graph. Figure 4.7 shows the
decision tree that corresponds to this problem. Leaves of this tree are numbered
in order to characterize each road generated by this tree.

This step consists on computing the beliefs on levels defined on ΩSIL by taking
into account roads generated by each focal element found in the previous step
according to the tree in figure 4.7. Thus, we get:

belΩSIL[{(MC , MF , HP , LW ) ∪ (MC , HF , HP , LW )}] = bel7 ∪© bel13

where bel7 and bel13 are beliefs that correspond to leaves 7 and 13.

belΩSIL[{(MC , MF , HP , LW )∪(MC , HF , HP , LW )∪(MC , MF , HP , HW )∪(MC , HF , HP , HW )}] =
bel7 ∪© bel9 ∪© bel13 ∪© bel15

belΩSIL[{(MC , HF , HP , LW )}] = bel13

belΩSIL[{(MC , HF , HP , LW ) ∪ (MC , HF , HP , HW )}] = bel13 ∪© bel15

5. Aggregation of beliefs defined on ΩSIL:
This step consists on computing the belief of each level using equation (4.3).
These beliefs are transformed into bba′s as follows:

mΩSIL [mG]({SIL1}) = 0.0336

mΩSIL [mG]({SIL1∪ a}) = 0.8064

mΩSIL [mG]({SIL1∪ SIL3}) = 0.0064

mΩSIL [mG]({SIL1∪ SIL2∪ SIL3∪ a}) = 0.1536

6. Decision making:
In order to make a decision and know the risk reduction level needed for this
system, it is necessary to transform the beliefs computed for each level into prob-
abilities using the pignistic transformation. The pignistic probabilities are shown
in table 4.11.

Thus, the risk reduction level needed for the studied system is SIL1.
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Figure 4.7: The decision tree corresponding to the risk graph of the vessel problem

Table 4.11: The results of the evidential risk graph

Level BetP

b 0
a 0.4416
SIL4 0
SIL3 0.0416
SIL2 0.0384
SIL1 0.4784
No 0
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4.5 Conclusion

In this chapter, we have presented the evidential risk graph: a generalized risk graph
for dealing with imperfect data using the belief function theory.

We have also presented the global approach used for determining safety integrity
level which includes the elicitation of expert opinions, the division of these opinions,
the aggregation process and the performing of the evidential risk graph.



5
Implementation and Simulation

5.1 Introduction

In the previous chapter we have presented our approach for determining the safety
integrity level (SIL). In order to use and test this approach, an implementation phase
is very important.

The chemical companies present high risk especially for persons and environment.
Therefore, they need to evaluate this risk and reduce it. Many methods can be applied
in this field such as the risk matrix (ISO14121-2, 2005) and the HAZard OPerability
(HAZOP) analysis (61882, 2003).

For the simulation phase, we have applied the evidential risk graph for a chemical
system studied in (Summers, 1998). The provided results by will be compared by those
given by the risk matrix and the HAZOP analysis.

This chapter is composed of two sections. In the first section, we present the most
important variables and procedures used for the implementation of our approach. The
second section is dedicated to the simulation task.

5.2 Implementation

In order to ensure the implementation of our approach, we have developed our programs
in Matlab V7.4.
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5.2.1 Main variables

Many variables are used in our programs to implement the evidential risk graph process.
In the following we present the most important ones.

• PC: a binary matrix containing all the propositions in 2ΩC of the parameter C.
Each row in this matrix represents a proposition.

• PF : a binary matrix containing all the propositions in 2ΩF of the parameter F .
Each row in this matrix represents a proposition.

• PP : a binary matrix containing all the propositions in 2ΩP of the parameter P .
Each row in this matrix represents a proposition.

• PW : a binary matrix containing all the propositions in 2ΩW of the parameter W .
Each row in this matrix represents a proposition.

• rank c, rank f , rank p, rank w: matrices containing the rank given by each
expert to each focal element for the parameters C, F , P and W . Each column
in this matrix represents the opinion of an expert and each row represents a
proposition according to the matrix PC, PF , PP or PW . If a proposition is not
a focal element, its rank is 0.

• m c, m f , m p, m w: matrices containing the bba of each proposition in 2ΩC ,
2ΩF , 2ΩP and 2ΩW corresponding to the opinion of each expert. Each row in
this matrix represents the opinion of an expert and each column represents a
proposition according to the matrix PC, PF , PP or PW .

• M c, M f , M p, M w: matrices containing the bba of each proposition in 2ΩC ,
2ΩF , 2ΩP and 2ΩW . These matrices have one column that corresponds to the
opinion of all experts.

• k c, k f , k p, k w: the number of clusters (groups of experts) for parameters C,
F , P and W .

• Group c, Group f , Group p, Group w: matrices containing the different groups
of experts after the clustering step. Columns in these matrices represent the
groups of experts and rows include experts within group.

• BetP : a matrix containing the pignistic probability of each SIL level.

• SIL: The risk integrity level resulting at the end of the risk evaluation process.
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5.2.2 Main procedures

In the following, we present the main procedures developed to ensure the construction
of our approach. These procedures are structured as follows:

Algorithm SIL allocation

1. For each parameter C, F , P and W do:

Elicitation

K-means

Aggregation

2. Evid Risk Graph

Elicitation procedure

• Input: this procedure has as an input:

– A matrix containing all the propositions in the frame of discernment (this
can be for example PC, PF , PP or PW ).

– A matrix containing the rank given by each expert (this can be for example
rank c, rank f , rank p or rank).

• Output: the output of this procedure is a matrix containing the bba generated for
each focal element. Each column represents the opinion of an expert and each
row represents a proposition (m c, m f , m p or m w).

• Feature: the elicitation procedure is used to generate the belief masses from the
preferences of experts.

K-means procedure

• Input: this procedure has as an input, the following variables:

– A matrix containing all the propositions in the frame of discernment (PC,
PF , PP or PW ).
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– A matrix containing the different bba′s (m c, m f , m p or m w).

– The number of clusters (k c, k f , k p, k w).

• Output: a matrix including the different groups of experts (Group c, Group f ,
Group p or Group w).

• Feature: this procedure is used to divide the opinions of experts according to the
k-means algorithm detailed in section (3.4).

This procedure uses the dist jousselme procedure which computes the distance be-
tween two belief masses according to Jousselme’s distance.

Aggregation procedure

• Input: this procedure has as an input, the following variables:

– A matrix containing all the propositions in the frame of discernment (PC,
PF , PP or PW ).

– A matrix containing the different bba′s (m c, m f , m p or m w).

• Output: a matrix including the final belief masses(M c, M f , M p or M w).

• Feature: this procedure is used to aggregate the different bba′s as detailed in
section (3.3.2).

In the following, some procedures used in the Aggregation procedure:

discount : computes the bba after the discounting operation.

cautious conjunctive rule : combines two bba′s using the cautious conjunctive
rule of combination.

disjunctive rule : combines two bba′s using the disjunctive rule of combination.

Evid risk graph procedure

• Input: this procedure has as an input, the following variables:

– PC, PF , PP and PW .

– M c, M f , M p and M w.
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• Output: BetP and SIL.

• Feature: determines the safety integrity level as detailed in section (4.2.3).

In the following, some procedures used in the Evid risk graph procedure:

global frame : generates the global frame of discernment .

extension : extends the different bba′s to the global frame of discernment.

conjunctive rule : combines two bba′s using the conjunctive rule of combination.

bel sil : computes the belief functions of the SIL levels.

bel to m : transforms a belief function to a bba.

pign transformation : calculates the pignistic probability of a belief mass.

security level : determines the safety integrity level.

5.3 Simulation

The implementation of our approach will be used in the simulation task in order to
test our evidential risk graph. Thus, we will apply three methods of risk evaluation
for determining the safety integrity level of chemical system. The risk matrix and the
modified HAZard and OPerability analysis which are generally used in the chemical
and petrochemical companies and the evidential risk graph.

5.3.1 Problem’s description

Let us consider the reactor shown in figure 5.1. This system is used for the production
of chemical C. Chemicals A and B are reacted together to produce chemical C. Chem-
icals A, B, and C are flammable and, under certain conditions, explosive.

The reaction is exothermic, so the reactor temperature must be controlled using
cooling water. The flow rates of chemical A and chemical B are controlled, because the
rate of reactant addition and the ratio of the reactant addition influence the reaction
path.
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A process hazards analysis has documented that, if the flow rates of either chemi-
cal A or chemical B exceed certain levels, the reaction will runaway. In addition, the
process hazards analysis has shown that if the reaction temperature is not controlled,
the reaction path can shift, resulting in a runaway reaction.

Both runaway reactions result in volatilization of the reactants and overpressure of
the vessel. Consequence analysis was performed for the various reaction scenarios. It
was shown that ignition of the released contents of the vessel would create a pressure
wave that would damage a large portion of the facility including the control room
(Summers, 1998).

Figure 5.1: Exothermic reactor
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5.3.2 Problem’s results

The problem described above has been studied by Summer (Summers, 1998) by means
of different methods for risk evaluation. We are interested on the results of the risk ma-
trix and the HAZOP methods as they are included in semi-quantitative and qualitative
methods and generally used for this type of problems. The results of these methods
will be compared with those found by applying the evidential risk graph.

Risk matrix’s results

Several information have been developed during the hazard analysis for determining
the risk matrix parameters.

Since the high flow rate scenario is caused by a simple loss of process control, the
likelihood of this event is high.

The runaway reaction would result in an overpressure of the vessel, resulting in the
potential for severe damage if the released contents are ignited. So, the severity would
be rated as extensive.

No acceptable layers of protection were identified during the hazard analysis. So,
the Independent Protection Layer (IPL) is low.

Using the two dimensional matrix shown in figure 5.2, the SIL level is SIL3. If a
three dimensional matrix is used by taking into account the IPL level, the SIL level
according to the matrix shown in figure 5.3 is SIL3.

Modified HAZOP’s results

The hazard and operability (HAZOP) (61882, 2003) is a structured and systematic
technique for examining a defined system. This technique aims to identify and evalu-
ate problems that may represent risks to personnel or equipment, or prevent efficient
operation.

The modified HAZOP is an extension of the HAZOP technique for determining the
safety integrity level. This method is based on the team’s qualitative understanding of
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Figure 5.2: Two dimensional risk matrix

the incident severity and likelihood.

According to (Summers, 1998), the application of this technique for the studied
system gives SIL3 as a safety level. An example of the documentation that might be
created by applying the modified HAZOP is shown in table 5.1

Evidential risk graph’s results

According to (Summers, 1998), the hazards analysis indicated that:

There is multiple injuries and fatalities (C=CC)

The frequency of exposure is high (F=FB)

There is no possibility of avoidance (P=PB)
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Figure 5.3: Three dimensional risk matrix

The likelihood is high (W=W3)

The results of applying the evidential risk graph to the parameters above are shown in
table 5.2. According to this table the required SIL is SIL4.

By applying the two previous methods we get the safety integrity level SIL3. The
evidential risk graph gives as a result SIL4. It requires a risk reduction level higher
than the other methods.

The evidential risk graph can give a precise result more than the other techniques.
It takes into account more variables than the risk matrix and it does not depends on a
subjective discussion like the HAZOP method.

We can notice that the result provided by the evidential risk graph is the same given
by the standard one as all the parameters are certain. The application of the evidential
risk graph on real problems with uncertain data can be the object of future works.
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Table 5.1: Modified HAZOP’s results

Table 5.2: Evidential risk graph’s results

Level BetP

b 0
a 0
SIL4 1
SIL3 0
SIL2 0
SIL1 0
No 0

5.3.3 Advantages of the evidential risk graph

The evidential risk graph has many advantages:

It is a clear and simple way to determine the safety integrity level as it maintain
the same graphical structure of a standard risk graph.

It can be considered as a qualitative or a semi quantitative method.

It is based on the belief functions theory. Thus, it can be used with perfect data
as well as imperfect data.

It can be applied with different types of systems in different fields.
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5.4 Conclusion

In this chapter, we have detailed the major variables and the main programs that we
have used in order to implement our approach.

Then, we have presented the results of applying the risk matrix, the HAZOP analysis
and the evidential risk graph methods to a chemical system. We have noticed that the
evidential risk graph requires a risk reduction level higher than the two other methods.



Conclusion

Risk evaluation is very important for reducing or eliminating the risk presented by
industrial facilities. Several methods can be used for risk evaluation. Risk graph is one
of the most popular methods used in industry problems.

The risk graph is based on several number of parameters, these parameters are usu-
ally incoherent, imprecise and/or uncertain. In order to deal with this type of data we
propose in this work a generalized risk graph method for determining safety integrity
level based on the belief functions theory.

Generally the source of data needed in the evidential risk graph are expert opinions.
In this work, the process of collecting data from expert judgements is based on: eliciting
expert opinions and aggregating them in order to get unique and relevant information.
For the fusion of expert opinions we used a hierarchical method which divides these
opinions before aggregating them. To make this process faster and easier, we proposed
to automate it by means of a clustering algorithm.

Nevertheless, the proposed work is still subject to improvement. As future work,
we will tend to investigate different horizons in order to improve this work:

We will deal with uncertainty of levels in the evidential risk graph. Thus, not only
parameters in the risk graph can be imperfect, the safety integrity level given by
the risk graph according to some input data can be also imperfect. So, it will be
interesting to deal with this type of risk graph.
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We will apply the evidential risk graph for real problems where the risk parameters
can be perfect as well as imperfect.
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