
 

Année Universitaire 2009/2010 

 

 

 
Université de Tunis  

Institut Supérieur de Gestion                                                      
 

 
 
   

�

�

�

�

�

�

�

�

�

�

�

�

�

 
 
 
�

������

�����	�
	����
��	���
��
����
��
�����

������
�������	�
	��	���
��

�

����	���	�	���
��	��	��������	�	��������

��������	
	���������	
	���������	
	���������	
	�����

 
�	�� !�"��
��	��#$ % 

   
 
 
 
 

Membres du Jury:����

����

����

����

�����������	
����	��
��������������	
����	��
��������������	
����	��
��������������	
����	��
�������
���
���
���
�������

����

♦Mme  Rim FAIZ Professeur Université de Carthage :Président 

♦M. Mhamed Ali ELAROUI Professeur  Université de Carthage :Directeur de thèse 

♦M. Jalel AKAICHI Professeur Université de Tunis  :Rapporteur 

♦M. Lamjed BEN SAID Professeur Université de Tunis  :Rapporteur 

♦M. Talel LATHARI Professeur Université de Tunis  :Membre 

♦M. Belgacem RAGGAD Professeur Pace University NY :Membre Expert 

	�� �	
 �� ����� �����������	�� �	
 �� ����� �����������	�� �	
 �� ����� �����������	�� �	
 �� ����� �����������

	�		�		�		�	����



����������������������������������������������������������������������������������������

��������



������������������������������������



��������



����������������				������������

����������� �
�
 ������������ �
�
 ������������ �
�
 ������������ �
�
 � 

�
�

�
�

�
�

��
	



	

�
�

�
�

�
�

�
��

	



	
�

�
�

�
�

�
�

��
	



	

�
�

�
�

�
�

�
��

	



	
�

�� ��
	

��
�

	



�
�

�
�

�
��

�
�

�	
�

	
�



�
�

�
��

�
�

�
�

	
��

�
	



�

�
�

�
�

��
�

�
�	

�
	

�



�
�

�
��

�
�

�
�

	
��

�
	



�

�
�

�
�

��
�

�
�	

�
	

�



�
�

�
��

�
�

�
�

	
��

�
	



�

�
�

�
�

��
�

�
�	

�
	

�



�
�

�
��

�
�

�
� �� ��

�
�

�
�

�
�

��
�



�

�
�

�
�

�
�

�
�

�
�

�
�

��
�



�

�
�

�
�

�
�

�
�

�
�

�
�

��
�



�

�
�

�
�

�
�

�
�

�
�

�
�

��
�



�

�
�

�
�

�
�

�
�



�

�



�
�

�
�	

�
�

��
�

�
�

�
�

�
�

��
�

�



�



�
�

�



�
�



�
�

�
�	

�
�

��
�

�
�

�
�

�
�

��
�

�



�



�
�

�



�
�



�
�

�
�	

�
�

��
�

�
�

�
�

�
�

��
�

�



�



�
�

�



�
�



�
�

�
�	

�
�

��
�

�
�

�
�

�
�

��
�

�



�



�
�� ��

 



 

Année Universitaire 2009/2010 

 

 

Abstract: 
�	����������
��	��������
�	����
��������	���
����	
���	�����������������	�
�	����	��
�����
�����

 ���	����������!��

����
���	��"�	�#��	�����
$�%!�
��������	�
������������������	�
���
��
"
�

���
���	�����"�������

�������	�#��	�����
�������	��	�����������������������������������	�������

���	��
��������&
$� �����
����
�
'�(���	���
����������������
���������������	�
������������������

	�
���
��)��	
*��	���(�	&$�+���
���������������������������������������
���
�	�
�����������

�

�����������"
�
�����������������
��	���(�	&$�,�������������	������	���

�������
����������'�

����
���������
�����"��������"�����	����
����	��	��������������������������������
��
�������

�����	������	���	����)��	��	������������������������������	
*$�+���������������
������
���
�
�

������	������������������
�����������������	��������	��������������������������
�������������


���������$�-�	���	��	�'�������
��������
������������	�
���
�����������������	���	
��	���(�	&�

	����
��������������	�
&�������������������������	�������
���	��"�
�����	�
$�+����	���
���

	�
&������������	���
��(���������������	������������	�
'������"��

�

����������	��������

��	�
$�+�����	��	�#������������"��

�

�
�����������������
��"������������	���
.�(��������������	�

����	����
���
�����������������
��
�	����"������
�����
�'��
�����������������������#��
$������

�������"'���	���	
��	���(�	&��	���
�
������
�	����	�����������������������������
���	�����	��

��	
�
"
���
���	�����	�
��������"���
����	�����/ 0-���
��	����	��������	������������	
�������"���$�

1�	����	'�����
��!����������������������
��"������	������������"���������������	��������	���"�

	�
&��	���������	�������
���	��"������������
"
���$�0���������	�
���
������	��	����"��������"�


�
�����������	��	���	&���"������	���������
���������200�(����	.�������
�������!����
�345����

���������$� �������	�
���
�����	������"�	�
&��	�����	�
���
��������������
��
��(��	��������
����


����	���������	�������
���	��"�����������$�

��������

2�"(�	�
62�"(�	�
62�"(�	�
62�"(�	�
6��

����� ��	�
������������������	�
���
�'��������������"
�
'�7�
&��	�����	�
���
�'���"������
�����

����'��������������
���'�	�
&��

�

����'�	�
&��	�������$��

�

2014/2015 



��

�

�

����������	

�

�

I dedicate this thesis to the memory of my dear father Mohamed 

Chtioui and my lovely sister Rim, who are always a great source of 

inspiration for me,�

�

�

�

�

�

�

�

�

�

�

�

�

�

�



���

�

��
��� ���
� ����	

�

�

This doctoral thesis cannot be successfully completed without the support of many people. I 

would like first to gratefully and sincerely thank my advisors Pr. Mhamed Ali Elaroui and Pr. 

Belgacem Raggad for their precious counsels, understandings and patience. I would like to 

express my gratitude to Pr Jalel Akaichi and Pr. Lamjed Bensaid for reviewing and Pr. Rim 

Faiz and Pr. Talel Lathari for evaluating this thesis.  

I would also like to thank Pr. Zied Elouedi and Pr. Abderrazek Jemai for their constructive 

comments and suggestions on improving this work.  My special thanks to Karim Aroua, 

Tarak Selmi, Haythem Elmir, Nabil Hasni and the Tunisian NSA technical staff who advised 

me specifically in conducting different experimental tests. I would like to thank Nizar Masour 

and Bechir Ouederni for their valuable remarks about multiple sections in this thesis.  

I am also grateful to all my professors and colleagues and the staff at the ISG. I am heartily 

thankful to my parents for their constant support and encouragement. Very special thanks go 

to my wife Wafa and my adorable angels Omar and Ahmed Khalili for their immense love, 

patience, and for making my life filled with joy and happiness. 

�



 

 iii

ABSTRACT 
 
 

Organizations providing services to their customers through a public infrastructure such as the 
Internet have excessive security requirements. Existing intrusion detection and response systems 
partially meet essential requirements of appropriate detection and effective countering of 
increased attacks. In this thesis, we propose an adaptive cost-effective intrusion detection and 
response (idrs) framework. The selective combination of detection models ensures adaptiveness of 
the analysis component in this framework. Within the improved process of this component, the 
selection step dynamically determines appropriate detection model combinations using an 
integrated criterion (performance and data dependent factors). The combination step also uses an 
improved evidential fusion method to aggregate participating detection models at the decision 
level. Furthermore, the designed cost-effective response component of our idrs framework relies 
on compliant risk management model to information security standards. The proposed risk model 
integrates two main and interdependent parts, namely assessment and treatment parts. The former 
quantitatively assesses inflicted damages by detected threats; while the latter determines cost-
effective defense strategy against these, using optimization techniques. Additionally, our idrs 
framework proposes both structural and functional enhancements for future idrs systems through 
respectively its improved CIDF inspired architecture and the idrs life cycle. Moreover, it is 
expandable and can be easily integrated into any computing environment or any risk-driven 
information security management system. Detection results of our prototyped analysis function 
are remarkably better than those of the KDD winner; the best one exceeds 93% of detection. 
Initial results generated by risk driven response component also show great decision support to 
information security management. 
 



� � ���

�

TABLE OF CONTENTS 
�

DEDICATION.............................................................................................................i 

ACKNOWLEDGMENTS............................................................................................ii 

ABSTRACT...............................................................................................................iii 

TABLE OF CONTENTS............................................................................................iv 

LIST OF ABBREVIATIONS.....................................................................................ix  

LIST OF TABLES.....................................................................................................x 

LIST OF FIGURES.................................................................................................xii 

GENERAL INTRODUCTION ............................................................................................1 

1 Overview ......................................................................................................................................... 1 

2 Motivations ..................................................................................................................................... 4 

3 Problem statement ......................................................................................................................... 8 

4 Main contributions ......................................................................................................................... 9 

5 Thesis outline ................................................................................................................................ 10 

CHAPTER 1: BACKGROUND OF INFORMATION SYSTEM SECURITY AND 

INTRUSION DETECTION ............................................................................................... 11 

1.1 Introduction ............................................................................................................................... 11 

1.2 Terminology ............................................................................................................................... 11 

1.3 Information security services ................................................................................................... 12 

1.4 Attack taxonomies ..................................................................................................................... 13 

1.4.1 Vulnerability classifications ................................................................................. 15 
1.4.2 Attack-centric taxonomies .................................................................................... 16 
1.4.2.1 Attack techniques .............................................................................................. 17 

1.4.2.2 Attack results ................................................................................................................ 17 
1.4.2.3 Attack process .............................................................................................................. 20 
1.4.2.4 Other attack-centric taxonomies ................................................................................... 23 

1.4.3 Defense-centric taxonomy .................................................................................... 28 
1.5 Attack trends ............................................................................................................................. 30 

1.6 Attack prevention ...................................................................................................................... 32 

1.6.1 Authentication ...................................................................................................... 33 
1.6.1.1 Password authentication ............................................................................................... 33 
1.6.1.2 Token-based authentication .......................................................................................... 34 
1.6.1.3 Biometrics .................................................................................................................... 34 

1.6.2 Access control ...................................................................................................... 35 
1.6.2.1 Access control models .................................................................................................. 35 
1.6.2.2 Access control policies ................................................................................................. 37 

1.6.3 Cryptography ....................................................................................................... 38 
1.7 Intrusion detection .................................................................................................................... 41 

1.7.1 Desired characteristics of intrusion detection systems........................................... 42 



� � ��

�

1.7.2 Intrusion detection and response process .............................................................. 42 
1.7.3 Intrusion detection systems classification ............................................................. 44 
1.7.4 Intrusion detection normalizing activities ............................................................. 48 

1.7.4.1 Common Intrusion Detection Framework workgroup ................................................. 48 
1.7.4.2 Intrusion Detection work group.................................................................................... 49 

1.8 Conclusion ................................................................................................................................. 50 

CHAPTER 2: RELATED WORK: INTRUSION DETECTION ANALYSIS AND 

REACTION MECHANISMS ............................................................................................ 51 

2.1 Introduction ............................................................................................................................... 51 

2.2 Main techniques of intrusion detection analysis mechanisms ............................................... 52 

2.2.1 Supervised machine learning techniques .............................................................. 52 
2.2.1.1 Decision trees ............................................................................................................... 53 
2.2.1.2 Bayesian classification ................................................................................................. 58 
2.2.1.4 Hidden Markov model .................................................................................................. 64 
2.2.1.5 Artificial neural networks ............................................................................................. 69 
2.2.1.6 Support Vector Machine .............................................................................................. 74 
2.2.1.7 Nearest neighbor........................................................................................................... 78 

2.2.2 Unsupervised machine learning techniques .......................................................... 81 
2.2.2.1 Partitional clustering..................................................................................................... 82 
2.2.2.2 Density based clustering ............................................................................................... 85 
2.2.2.3 Hierarchical clustering ................................................................................................. 86 
2.2.2.4 Model based clustering ................................................................................................. 89 

2.2.3 Other data mining techniques ............................................................................... 92 
2.2.3.1 Association rules .......................................................................................................... 92 
2.2.3.2 Frequent episodes ......................................................................................................... 94 

2.3 Response mechanisms of intrusion detection systems ........................................................... 98 

2.3.1 Passive response components ............................................................................... 98 
2.3.2 Active response components ................................................................................ 99 

2.3.2.1 Static response selection ............................................................................................... 99 
2.3.2.2 Dynamic response selection ......................................................................................... 99 
2.3.2.3 Cost sensitive response selection................................................................................ 102 

2.4 Conclusion ............................................................................................................................... 108 

CHAPTER 3: THE PROPOSED INTRUSION DETECTION AND RESPONSE 

SYSTEM FRAMEWORK ............................................................................................... 110 

3.1 Introduction ............................................................................................................................. 110 

3.2 Proposed framework ............................................................................................................... 110 

3.2.1 Problem formulation .......................................................................................... 110 
3.2.2 Architecture ....................................................................................................... 120 
3.2.3 Intrusion detection and response life cycle ......................................................... 121 

3.3 Detection model generation .................................................................................................... 123 

3.4 Knowledge base management ................................................................................................ 126 

3.5 CIDF inspired idrs model ....................................................................................................... 129 

3.6 Conclusion ............................................................................................................................... 130 

CHAPTER 4: ADAPTIVE ANALYSIS AND DETECTION ......................................... 131 

4.1 Introduction ............................................................................................................................. 131 



� � ���

�

4.2 Proposed analysis component, structure and main processes ............................................. 132 

4.3 Log data ................................................................................................................................... 135 

4.3.1 Sensor taxonomies ............................................................................................. 135 
4.3.2 Host based log data ............................................................................................ 136 
4.3.3 Application based data collection ....................................................................... 138 
4.3.4 Network based data collection ............................................................................ 139 

4.4 Detection model selection ....................................................................................................... 141 

4.4.1 Preliminary security evaluation .......................................................................... 153 
4.4.2 Control relevant features of the normal class ...................................................... 154 
4.4.3 Control relevant features of attack classes .......................................................... 155 
4.4.4 Detection model evaluation and ranking step ...................................................... 157 
4.4.5 Detection model selection step ........................................................................... 159 

4.5 Log data analysis ..................................................................................................................... 161 

4.6 Detection model fusion ............................................................................................................ 162 

4.6.1 Fusion methods .................................................................................................. 163 
4.6.2 Dempster’s rule based combination .................................................................... 164 

4.6.2.1 Dempster Shafer Theory ............................................................................................ 164 
4.6.2.2 Dempster’s rule of combination ................................................................................. 166 
4.6.2.3 Existing fusion methods ............................................................................................. 166 

4.6.3 Smets’s conjunctive rule based fusion ................................................................ 169 
4.6.4 Detection model fusion problem ......................................................................... 171 
4.6.5 Real time multimodel detection process ............................................................. 173 

4.7 Conclusion ............................................................................................................................... 182 

CHAPTER 5: RISK DRIVEN RESPONSE, THE IDRS RISK MANAGEMENT 

MODEL ............................................................................................................................ 184 

5.1 Introduction ............................................................................................................................. 184 

5.2 Proposed risk model ................................................................................................................ 184 

5.3 Risk identification and determination ................................................................................... 189 

5.3.1 Asset value ......................................................................................................... 189 
5.3.2 Impact ................................................................................................................ 192 
5.3.3 Threats likelihoods ............................................................................................. 194 
5.3.4 Exposure ............................................................................................................ 197 
5.3.5 Vulnerabilities severity ...................................................................................... 199 
5.3.6 Controls effectiveness ........................................................................................ 202 

5.4 Basic risk evaluation ............................................................................................................... 206 

5.4.1 Risk exposure evaluation .................................................................................... 206 
5.4.1.1 Impact estimation ....................................................................................................... 207 
5.4.1.2 Threats likelihoods estimation .................................................................................... 210 

5.4.2 Vulnerabilities severity estimation ..................................................................... 211 
5.4.3 Controls effectiveness approximation ................................................................. 213 
5.4.4 Basic risk assessment ......................................................................................... 214 

5.5 Risk treatment ......................................................................................................................... 215 

5.6 Conclusion ............................................................................................................................... 226 

�



� � ����

�

CHAPTER 6: MULTIMODEL RISK DRIVEN INTRUSION DETECTION AND 

RESPONSE SYSTEM VALIDATION ............................................................................ 228 

6.1 Introduction ............................................................................................................................. 228 

6.2 DARPA testbed network ........................................................................................................ 229 

6.3 Validation experiment settings............................................................................................... 231 

6.3.1 Objectives and assumptions ................................................................................ 231 
6.3.2 Programming environment and tool boxes .......................................................... 234 

6.4 Log datasets ............................................................................................................................. 234 

6.5 Detection model generation: an overview of P-Boxes .......................................................... 237 

6.5.1 Feature selection ................................................................................................ 239 
6.5.2 Detection model generation ................................................................................ 242 
6.5.3 Detection models relative scores ........................................................................ 242 
6.5.4 Reference vector computation ............................................................................ 246 

6.6 Illustrations of adaptive analysis and detection processes .................................................. 246 

6.6.1 Selection process ................................................................................................ 248 
6.6.2 Analysis process................................................................................................. 255 
6.6.3 Fusion process.................................................................................................... 256 
6.6.4 Multimodel analysis engine evaluation ............................................................... 259 

6.7 Illustrations of risk driven response processes ..................................................................... 269 

6.7.1 Risk assessment ................................................................................................. 270 
6.7.1.1 Exposure evaluation ................................................................................................... 270 
6.7.1.2 Vulnerabilities severity evaluation ............................................................................. 272 
6.7.1.3 Controls effectiveness evaluation ............................................................................... 273 
6.7.1.4 Basic risk assessment ................................................................................................. 273 

6.7.2 Risk treatment .................................................................................................... 274 
6.8 Conclusion ............................................................................................................................... 276 

CONCLUSION AND FUTURE WORK ......................................................................... 278 

1 Conclusion .................................................................................................................................. 278 

2 Future work ................................................................................................................................ 288 

REFERENCES ................................................................................................................. 292 

APPENDICES .................................................................................................................. 319  

APPENDIX A 

APPENDIX B 

APPENDIX C 

APPENDIX D 

�



 viii

LIST OF ABBREVIATIONS 
 

  
ACC Accuracy 
ALE Annual Loss Expectancy 
AMS Assets Management System 
ANN Artificial Neural Network(s) 

API Applicative Programming Interface 
BDM Base Detection Model(s) 
BER Balanced Error Rate 

CERT Computer Emergency Response Team 
CIDF Common Intrusion Detection Framework 
CISA Certified Information Security Auditor 

CISSP Certified Information System Security Professional  
CSI Computer Security Institute 

CVE Common Vulnerabilities and Exposures 
CVSS Common Vulnerability Scoring System 

DARPA Defense Advanced Research Project Agency 
DoD Department of Defense 
DOS Denial Of Service attack 

DT Decision Trees 
EEC Exponential Error Count 
FIPS Federal Information Processing Standards 

FIRST Forum for Incident Response and Security Team 
IDMEF Intrusion Detection Message Exchange Format 

idrs Intrusion Detection and Response System(s) 
ids Intrusion Detection System(s) 

IDWG Intrusion Detection Work Group 
IETF Internet Engineering Task Force 
ISMS Information Security Management System 

JDK Java Development Kit 
JGA Java Genetic Algorithm 

KDD Knowledge Discovery and Data Mining 
NIST National Institute of Standards and Technology 
NVD National Vulnerability Database 

OSVDB Open Source Vulnerability Database 
R2L Remote to Local attack 

ROSI Return On Security Investment  
SRR Success Rate Ratio 
SSO Site Security Officer 

SVM Support Vector Machines 
U2R User to Root or privilege elevation attack 

WECC Weighted Error and Correct Count 
 



ix 
 

LIST OF TABLES 
 
Table 1.1: Neumann and Parker misuse taxonomy [232] ...................................................... 18 
Table 1.2: DARPA Attack Taxonomy .................................................................................. 19 
Table 1.3: First objective based attack taxonomy .................................................................. 20 
Table 1.4: First dimension of intrusion techniques ................................................................ 23 
Table 1.5: Second dimension of intrusion results .................................................................. 24 
Table 1.6: Action categories in Kendall’ taxonomy............................................................... 26 
Table 4.1: Confusion matrix of a binary detection model .................................................... 150 
Table 5.1: Example of exposure matrix ............................................................................... 198 
Table 5.2: Security control effectiveness by flaw category .................................................. 204 
Table 6.1: Types and proportions of train dataset instances ................................................. 235 
Table 6.2: Types and proportions of validation dataset instances ........................................ 235 
Table 6.3: Types and proportions of test dataset instances .................................................. 236 
Table 6.4: Selected traffic feature subsets using DT techniques .......................................... 241 
Table 6.5: k-NN based traffic detection model score details for DOS class ......................... 244 
Table 6.6: DT based traffic detection model score details ................................................... 245 
Table 6.7: Transformed confusion matrices of DT detection model using DOS class .......... 245 
Table 6.8: Relative and mean accuracies of DT detection model on traffic test sets ............. 245 
Table 6.9: Relative scores of a sample of traffic detection models....................................... 245 
Table 6.10: Traffic reference vectors of normal and DOS classes ....................................... 247 
Table 6.11: Nom detection model selection for considered log types .................................. 249 
Table 6.12: Outputs of preliminary security evaluation step ................................................ 250 
Table 6.13: Output of the second checking step .................................................................. 250 
Table 6.14: Outputs of the last checking step ...................................................................... 251 
Table 6.15: The list of candidate traffic detection models ................................................... 254 
Table 6.16: Selected detection model combinations using accuracy metric and different 

selection methods for all log types .............................................................................. 254 
Table 6.17: Outputs of selected model combinations for different log types ........................ 255 
Table 6.18: Estimated normalization coefficients over considered log types ....................... 257 
Table 6.19: Evaluated bba of traffic selected detection models ........................................... 257 
Table 6.20: Expressed bba of one class detection model on C ............................................. 258 
Table 6.21: Fused beliefs of selected detection models of traffic log type ........................... 258 
Table 6.22: Fused beliefs over all log types ........................................................................ 258 
Table 6.23: Computed BetP on atoms ................................................................................. 259 
Table 6.24: Reduced training sets compositions .................................................................. 260 
Table 6.25: Testing results of the first experiment group using initial train set and 

combinations of two detection models ........................................................................ 261 
Table 6.26: Testing results of the first experiment group using initial train set and 

combinations of three detection models ...................................................................... 262 
Table 6.27: Detection results of the KDD 99 winning strategy ............................................ 262 
Table 6.28: Testing results of the first experiment group using NSL dataset and combinations 

of two detection models .............................................................................................. 263 
Table 6.29: Testing results of the first experiment group using NSL dataset and combinations 

of three detection models ............................................................................................ 264 
Table 6.30: Testing results of the second experiment group using duplicated NSL dataset and 

combinations of two models ....................................................................................... 265 
Table 6.31: Testing results of the second experiment group using duplicated NSL dataset and 

combinations of three models...................................................................................... 266 



x 
 

Table 6.32: Testing results of the third experiment group using duplicated NSL dataset and 
combinations of two models ....................................................................................... 267 

Table 6.33: Testing results of the third experiment group using duplicated NSL dataset and 
combinations of three models...................................................................................... 268 

Table 6.34: A sample of supported vulnerabilities .............................................................. 271 
Table 6.35: Target asset impact estimation ......................................................................... 272 
Table 6.36: Estimation of vulnerabilities severity ............................................................... 273 
Table 6.37: Sample set of recommended controls against DOS attack ................................. 275 
Table 7.1: Detailed detection results of the KDD winner and prototyped detection engine 

using combinations of two detection models ............................................................... 282 
Table 7.2: Detailed detection results of the prototyped detection engine using two detection 

model combinations and selection rules ...................................................................... 283 



xi 
 

LIST OF FIGURES 
 
Figure 1.1 : Aslam’s Taxonomy ............................................................................................ 15 
Figure 1.2 : Howard’s attack taxonomy ................................................................................ 22 
Figure 1.3 : Attacks description in Kendall’s taxonomy ........................................................ 26 
Figure 1.4 : Security disruption classes by (impact, origin) pairs [314] ................................. 27 
Figure 1.5 : Attacks sophistication versus attacker’s technical knowledge [11] ..................... 32 
Figure 1.6: Two party communication using encryption [157] .............................................. 39 
Figure 1.7: Two-party communication using symmetric encryption [157] ............................. 39 
Figure 1.8: Encryption using public-key cryptosystem [157] ................................................ 40 
Figure 1.9 : Generic architecture of an idrs [93] .................................................................... 44 
Figure 1.10: Debar et al. revised ids taxonomy ..................................................................... 46 
Figure 3.1: Idrs framework structure ................................................................................... 120 
Figure 3.2: Detection model generation process .................................................................. 124 
Figure 3.3: Idrs concepts and their relationships ................................................................. 128 
Figure 4.1: Analysis and detection process of the multimodel engine .................................. 135 
Figure 4.2: Examples of high (a) and low (b) level audit data ............................................. 138 
Figure 4.3: Detection model selection process .................................................................... 145 
Figure 4.4: ROC curve ........................................................................................................ 151 
Figure 4.5: Preliminary security evaluation process ............................................................ 154 
Figure 4.6: Norm relevant feature control process (FCP-1st step) ....................................... 155 
Figure 4.7: Control of attack classes relevant features for single log type (FCP-2ed Step) ... 157 
Figure 4.8: Evaluation, ranking and selection of single log type detection models ............... 161 
Figure 4.9: Log analysis process for single log type ............................................................ 162 
Figure 5.1: Dependence diagram of risk components .......................................................... 185 
Figure 5.2: The proposed risk model ................................................................................... 186 
Figure 5.3: Basic risk assessment ........................................................................................ 187 
Figure 5.4: Risk treatment .................................................................................................. 188 
Figure 5.5:  Vulnerabilities severity determination process ................................................. 212 
Figure 5.6:  Risk reduction process ..................................................................................... 220 
Figure 5.7:  Risk reduction process initialization ................................................................. 221 
Figure 5.8:  Increment risk treatment process ...................................................................... 222 
Figure 5.9:  Initial increment risk treatment ........................................................................ 223 
Figure 5.10:  Remaining increments risks treatment process ............................................... 225 
Figure 5.11:  Security strategy selection process ................................................................. 226 
Figure 6.1: DARPA 1999 testbed network [154] ................................................................. 229 
Figure 6.2: Labeled instances of the train set ...................................................................... 236 
Figure 6.3: Log types datasets ............................................................................................. 237 
Figure 6.4: Sample preprocessed traffic training set with respect to DOS class ................... 239 
Figure 6.5: Accuracies of generated DT detection model on different folds using classes 

selected traffic feature subsets ..................................................................................... 241 
Figure 6.6: DT based traffic detection model ...................................................................... 243 
Figure 6.7: Preprocessed data examples of different log types ............................................ 248 
Figure 6.8: Evolution of best and worst fitness values of genetic generations ...................... 276 
 



General introduction 

 1

GENERAL INTRODUCTION  

1 Overview 

W ith  th e rapid g row th  of  th e Internet, m ultiple new  business opportunities, suc h  as serv ic e 

prov iders, and c arriers h av e em erg ed. T h ese m odern businesses h av e entirely  founded th eir 

ac tiv ities on th e public  infrastruc ture. T h ey  tak e adv antag e of  public  I P  netw ork s to reduc e 

th eir infrastruc ture-related c ost. M oreov er, th ey  c an reac h  a larg e num ber of  c onsum ers ac ross 

th e w orld and serv e th em  easier, faster and m ore eff ic iently . H ow ev er, netw ork s and 

applic ations w h ic h  are business c ritic al and essential part of  th eir strateg ies are bec om ing  

inc reasing ly  ex posed to v arious sec urity  th reats.  

S ec urity  th reats h av e th e potential to c ause h arm  to org aniz ation’s infrastruc ture and 

inform ation assets. T h reats m ay  be initiated by  m ultiple internal and ex ternal sourc es. T h ey  

m ay  be c aused by  em ploy ees’ ac tions th at unw illing ly  targ eted org aniz ation’s netw ork s or 

applic ations.  D if ferent env ironm ental or natural ev ents c an also c ause v arious losses to an 

org aniz ation. H ow ev er, th e m ost h arm ful th reats to th e org aniz ation’s assets are th ose 

initiated by  m alic ious entities, w h ic h  benefit f rom  univ ersal c onnec tiv ity  of fered by  c urrent 

public  infrastruc ture identic ally  to m odern businesses. D eliberate ac tions c arried by  th ese 

entities h av e m ultiple im plic ations on business c ritic al c om ponents and inform ation assets of 

an org aniz ation. 

T h e latest c lass of  th reats targ eting  inform ation assets inc ludes m ost prom inent sec urity  

breac h es. Intrusiv e ac tions or attac k s of  th is c lass are m ounted by  m alev olent entities th at 

sh are sam e benefits of public  infrastruc tures w ith  m odern businesses. Intruders or m alic ious 

entities h av e th e ability  to c arry  out m ultiple attac k s on selec ted targ et rely ing  on th e univ ersal 

c onnec tiv ity  and th e open env ironm ent of  th e Internet. T o ac h iev e th eir objec tiv es, th ey  use 

sev eral attac k ing  m eth ods and tools w idely  av ailable and readily  reac h able on th e Internet. 

M oreov er, th ey  ex ploit v arious inh erited v ulnerabilities or w eak nesses in business c ritic al 

applic ations and public  IP  based netw ork s to perform  th eir m alic ious ac tions. 

A ttac k s on org aniz ation assets h av e m any  sourc es. O rg aniz ed c rim inals, indiv idual spies, 

disg runtled em ploy ees and h ac k ers are th e m ost untrustw orth y  entities w h o are able to m ount 

m ultiple attac k s on business infrastruc ture. T h ese g roups h av e sev eral m otiv ations. T h ey  are 
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able to c ause v arious dam ag es to targ et assets. O rg aniz ed c rim e attac k s seek  business c ritic al 

inform ation to ensure f inanc ial g ain for intruder. T h e m ost c om m on org aniz ed attac k s are 

fraud and th ef t w h ic h  are perpetuated in m ajority  by  leg itim ate and auth oriz ed sy stem  users. 

Industrial espionag e aim s at c ollec ting  proprietary  data of  an org aniz ation for th e benefit of 

anoth er. Industrial spies seek  to im prov e c om petitiv e adv antag es of  th eir org aniz ation rely ing  

on stolen m anufac turing  or produc t dev elopm ent inform ation. D isg runtled em ploy ees are th e 

m ost fam iliar w ith  org aniz ation’s applic ations. M ultiple ev ents trig g er destruc tiv e beh av iour 

of  th ese entities suc h  org aniz ation dow nsiz ing  w h ic h  leads th em  to c reate m isc h ief  and 

sabotag e th e org aniz ation infrastruc ture. M alic ious h ac k ers are insider or outsider entities to 

th e org aniz ation. T h ey  use different m eans to g ain unauth oriz ed ac c ess to org aniz ation 

netw ork s and c om prom ise integ rity  and c onfidentiality  of business c ritic al inform ation. 

Intruders use num erous m eans to reac h  th eir objec tiv es. S c an or probe is th e m ost used attac k  

c ateg ory  for ex ploration and inform ation c ollec tion on th e targ et c om puter or netw ork . 

S nif f ing  is anoth er passiv e th reat th at allow s intruder to g ain unauth oriz ed ac c ess to th e targ et 

using  inform ation c ontained in sniffed traff ic . S poofing  and m asq uerade are m ounted by  

intruder to break  into th e targ et by  pretending  to h av e th e identity  eith er of  leg itim ate 

c om puters or users. H ac k ers c an ac tiv ely  affec t v ic tim  resourc es. T h ey  c an use m ore prev alent 

and h arm ful ac tiv e attac k  suc h  as denial of  serv ic e and m alic ious c ode. D enial of  serv ic e 

attac k s f lood business c ritic al resourc es by  an ov erw h elm ing  traf fic  and m ak e th em  

unav ailable. M alic ious c ode attac k s h av e th e potential to interrupt serv ic es, destroy  data and 

use resourc es of  th e targ et. S im ple im plem entation of th ese attac k s and rapid propag ation of 

th eir beh av iors m ak e th em  an appropriate support and c onv enient tool to realiz e h ac k er 

objec tiv es.  

Intruder attac k s ex ploit m ultiple inh erited and supported v ulnerabilities in th e targ et sy stem s. 

T h ese sec urity  faults lead to v arious ex ploits and inflic t v ariable losses to th e org aniz ation. 

T h e c onseq uenc es or im pac ts of  ex ploiting  th ese w eak nesses rang e from  sim ple interruption 

to c om plete dam ag e of  th e targ et resourc es. T h ey  c an be sim ple to q uantif y  suc h  as business 

operations interruption or identity  th ef t but dif fic ult to estim ate th eir assoc iated losses. 

M ultiple institutions, org aniz ations and g ov ernm ent ag enc ies suc h  as C S I /F B I  ( C om puter 

S ec urity  Institute/F ederal B ureau Inv estig ation) and M i2g  h av e estim ated, based on a f irm  

sam ple, financ ial losses of c om puter and netw ork  attac k s. 

T h e tenth  C S I /F B I  c om puter c rim e and sec urity  surv ey , in 2005, is am ong  th e m ost 

referenc ed and detailed sec urity  reports. It w as c onduc ted on 699 sec urity  prac titioners from  
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m ultiple org aniz ations in different ac tiv ity  sec tors. T h e total loss of  th ese org aniz ations due to 

attac k s on th eir inform ation tec h nolog y  resourc es w as estim ated to 131 m illions dollars. 

M obile c ode attac k s rem ain th e m ain sourc e of  th e g reatest loss w ith  32%  of  th e ov erall 

reported losses. A ttac k s on proprietary  inform ation and unauth oriz ed ac c ess h av e c om parable 

effec ts on surv ey ed org aniz ations. T h e inf lic ted dam ag e by  eac h  of th ese attac k s w as 

estim ated by  nearly  24%  of  th e ov erall loss.  In th is surv ey , w ebsites attac k s h av e also sh ow n 

an ex ponential inc rease. In fac t, 95%  of  surv ey ed org aniz ations h av e reported m ore th an 10 

inc idents on th eir w ebsites. H ow ev er, 5%  only  of  org aniz ations h av e ex perienc ed m ore th an 

10 w ebsites inc idents, as stated in 2004 surv ey  [141], [142]. In a rec ent surv ey , C S I  institute 

h as reported th at m obile c ode infec tion rem ains th e m ost c om m on th reat. F urth erm ore, w eb 

attac k s, inc luding  ph ish ing , and dif ferent v ariants of  denial of serv ic e attac k s w ere 

respec tiv ely  rank ed in th is report am ong  m ost ex perienc ed th reats by  surv ey ed org aniz ations. 

A dditionally , th e c ost of c y ber c rim e report of  P onem on institute, c onduc ted on about 2000 

c om panies in different c ountries, states th at th e num ber of  attac k s w as inc reased by  42%  from  

70 to 204 attac k s. M oreov er, 50%  of  m ounted attac k s per w eek  are suc c essful. In th is report 

also, v ariable estim ates of  c y ber c rim e c osts w ere presented depending  on c ountries. It rang es 

from  53.3 m illion dollars, in th e U nited K ing dom , to 58.9 m illion dollars, in th e U nited S tates 

[304], [324]
1
. 

T h e w orldw ide f inanc ial losses of  dig ital attac k s w ere estim ated to m ore th an 225 billion 

dollars in 2004 by  th e B ritish  c om pany  M i2g . In th e sam e y ear, attac k s by  m alic ious c ode 

h av e c aused financ ial losses th at ex c eeded 17 billion dollars as stated by  C om puter 

E c onom ic s. H ow ev er, f inanc ial dam ag e of  th e sam e attac k  ty pe w as ev aluated to m ore th an 

14 billion dollars in 2005 [83]. M oreov er, ac c ording  to [68], 9.3 m illion persons ac ross th e 

w orld w ere v ic tim  of  identity  th ef t in 2005. T h e g lobal f inanc ial loss of  th is attac k  ty pe w as 

m ore th an 52 billion dollars.  

T h e suc c ess of  th ese attac k s depends on w h ic h  f law s are ex ploited. T h e intruder attac k ing  

proc ess starts eac h  tim e by  loc ating  th e m ost appropriate h oles in th e targ et sy stem  to inf iltrate 

w ith in. In fac t, v arious v ulnerabilities are supported in c om puter or netw ork s softw are or 

h ardw are. D esig n or spec if ic ation f law s are readily  ex ploitable by  th e intruder bec ause th ey  

persist ev en if  h ardw are or softw are is perfec tly  im plem ented. T h ey  represent th e m ost 

                                                

1 2010/2011 C S I  surv ey  and P onem on C ost of  c y ber c rim e study  of 2012 are respec tiv ely  av ailable at : 

w w w .G oC S I .c om  and w w w .ponem on.org /data-sec urity   
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c om m on issues of  m ultiple attac k s. C oding  and c onfig uration errors instead induc e oth er 

ty pes of  v ulnerabilities respec tiv ely  at dev elopm ent and use stag es of  softw are or h ardw are. 

W ith  th e new  business env ironm ent and ex pansion use of  w eb applic ations, C E R T  ( C om puter 

E m erg enc y  R esponse T eam / C oordination C enter of  C arneg ie M ellon U niv ersity , P ittsburg h )  

h as reported m ore th an six  m illion ex ploitable v ulnerabilities in 2005. T h is num ber w as 

nearly  th e double of reported and doc um ented v ulnerabilities of 2004 [70], [386]. 

In addition to desig n, c oding  and c onfig uration v ulnerabilities, th ere are oth er serious f law s 

th at h elp intruders to ac h iev e th eir objec tiv es. A c tually , lac k  of  appropriate sec urity  c ontrols, 

failure to im plem ent g ood sec urity  prac tic es and c om plete relianc e on prim itiv e sec urity  

m easures of  operating  sy stem s are m ost c om m on orig ins of  reported dram atic  f inanc ial losses 

of  org aniz ations c onnec ted to public  netw ork s. M oreov er, low  inform ation sec urity  budg et 

(13%  of  inform ation tec h nolog y  budg et ac c ording  to P ric eW aterH ouseC oopers surv ey  [386]), 

inc reased soph istic ation of  attac k  tools and w ide av ailability  of  inform ation to h ac k ers m ay  

lead to unauth oriz ed ac c ess, f raud, identity  th ef t and m ore dev astating  attac k s.  

T o th w art em erg ent th reats, m odern business f irm s h av e to im plem ent th e m ost appropriate 

sec urity  c ontrols to insure c onfidentiality  of  c ustom er inform ation, preserv e th eir m ark et plac e 

and g uarantee c ontinuity  of  th eir business operations. T h e sec urity  solutions req uired for th ese 

sh ould address th e c h alleng es and opportunities of  univ ersal c onnec tiv ity  insured by  today  

public  inform ation tec h nolog y  infrastruc ture. M oreov er, it sh ould be double-folded to prev ent 

and detec t attac k s on org aniz ation assets. T h e integ rated sec urity  solution for today ’s 

org aniz ations sh ould c om bine m ultiple c om plem entary  sec urity  m ec h anism s. It sh ould use 

sec urity  princ iples suc h  as defense-in-depth  and allow  num erous serv ic es at eac h  lev el w ith in 

inform ation tec h nolog y  infrastruc ture. A n integ rated sec urity  solution inc ludes also v arious 

prev ention m ec h anism s ag ainst attac k s suc h  as auth entic ation, enc ry ption, ac c ess c ontrol and 

f iltering . H ow ev er, th ese sec urity  tec h nolog ies are not suff ic ient to rule out inc reased and 

h ig h ly  soph istic ated today ’s attac k s. T h us, integ rated sec urity  solutions rely  on attac k  

detec tion m ec h anism s to reinforc e sec urity  of  org aniz ations and allow  th em  a h olistic  sec urity  

sy stem  to protec t ag ainst v ariety  of th reats and reduc e th eir risk s. 

2  M o tiva tio n s  

Intrusion detec tion is a c ritic al dim ension of  any  integ rated sec urity  solution. Intrusion 

detec tion sy stem s (ids) c an prev ent, detec t and c ounterac t m ounted attac k s. A v ailable ids 

sy stem s suf fer from  v arious w eak nesses at different lev els inc luding  desig n, im plem entation 
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and deploy m ent. C onsiderable ef forts of researc h  g roups in th is field foc us on ids desig n in 

order to ensure an appropriate struc ture on w h ic h  rely  oth er ac tiv ities or sy stem  dev elopm ent 

life c y c le. T h ese efforts w ere rew arded by  an appealing  org aniz ation of  ids c om ponents in th e 

c ase of C I D F  w ork ing  g roup, as disc ussed in c h apter 1. S uc h  struc ture is k now n as th e 

C om m on Intrusion D etec tion F ram ew ork  ( C I D F ) . T h e latter w as based on a func tional 

c riterion to identif y  different idrs (intrusion detec tion and response sy stem ) c om ponents, 

nam ely  ev ent c ollec tion, analy sis, response and database c om ponents. It h as also proposed th e 

c om m on arc h itec ture of an idrs rely ing  on th ese c om ponents and link s betw een th em  to 

resolv e ov erlapping  func tions in ex isting  ids. 

R ec ently , w ith  inc reasing ly  c om plic ated detec tion env ironm ents and soph istic ated attac k s, 

idrs sy stem s, ev en th ose C I D F  based, req uire c ore im prov em ents to m eet new  req uirem ents. 

E x isting  detec tion env ironm ents im pose struc tural enh anc em ents to ids. B esides, detec tion 

and response ag ainst m ounted attac k s on th ese env ironm ents need m ultiple rev isions of  th e 

c orresponding  c om ponents and th eir adopted m eth ods. 

C I D F  based ids sy stem s lac k  m odel g eneration c om ponent. S uc h  c om ponent is req uired to 

satisf y  req uests of  A -box es, log s analy sis c om ponent in C I D F  f ram ew ork , and S ite S ec urity  

O f f ic er ( S S O )  th at c onc ern detec tion m odels of an ids. It solely  foc uses on c onstruc tion, 

ev aluation and v alidation of  detec tion m odels to be inc luded in log  data analy sis task s. 

A dditionally , w h en new  datasets on ex pec ted beh av ior of  th e m onitored sy stem  or intrusiv e 

ac tions of  attac k ers bec om e av ailable, th is c om ponent is useful also to update built detec tion 

m odels. 

A dditionally , C I D F  based ids sy stem s use static  k now ledg e. Indeed, k now ledg e about attac k s, 

v ulnerabilities and oth ers entities are direc tly  enc oded w ith in ids proc esses. Ids k now ledg e in 

th is c ontex t are neith er rev ised by  c onsidering  rec ently  av ailable inform ation nor stored to be 

sh ared w ith  oth er ids c om ponents or sec urity  sy stem s. T h erefore, k now ledg e base c om ponent 

is req uired to sav e and m aintain ids k now ledg e up-to-date. M oreov er, it ensures k now ledg e 

av ailability  to idrs c om ponents and oth er sec urity  sy stem s.  

Ids c om ponents, inc luding  ev ent c ollec tion, analy sis, response and database, w ere 

inv estig ated in prev ious researc h es. H ow ev er, log  analy sis c om ponent h as g ained 

c onsiderable attention. In fac t, th e analy sis and detec tion problem  of  ids sy stem s w as studied 

for y ears in intrusion detec tion field. Initial solutions to th is problem  w ere based on th e sing le 

detec tion m odel approac h . T h e latter w as deem ed insuff ic ient to detec t anom alous ac tions of 

intruders or identif y  norm al ac tiv ities of  m onitored sy stem  or both . A dditionally , detec tion 

m ec h anism s based on th is approac h  are inef fec tiv e spec if ic ally  w h en dealing  w ith  v arious 
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attac k  ty pes due to c onfusing  nature of  intrusiv e ev ent seq uenc es, as stated in [201]. F ew  

rec ent w ork s h av e also disc ussed th e m ultim odel approac h  for log  analy sis [102], [135], [139] 

[204], [222], [254], [288], [330]. T h is approac h  h as g iv en rise to oth er diff ic ulties c losely  

related to detec tion m odels, th eir c onstruc tion, selec tion and c om bination. Integ rated analy sis 

m ec h anism s based on th is approac h  req uire m odel g eneration c om ponent, as disc ussed before. 

T h ese m ec h anism s often rely  on static  subsets of  detec tion m odels. A dditionally , th ey  inc lude 

detec tion m odels built using  th e sam e tec h niq ue [102], [135], [254]. T h erefore, th ey  inh erit 

sam e draw bac k s of  sing le m odel based c om ponents. Indeed, for both  c ases, a sing le fac et of 

norm al or intrusiv e ev ents c atc h es sig h t of  th e c onsidered learning  or datam ining  tec h niq ue, 

w h ile oth er aspec ts (seq uenc e, assoc iation, nonlinearity  … )  are lef t unc ov ered or disc arded by  

g enerated detec tion m odels. T h is inc reases th e sensitiv ity  of  g enerated detec tion m odels to 

slig h t c h ang es in norm al or intrusiv e beh av iors, h enc e affec ts perform anc es of  ids sy stem s. T o 

ov erc om e th ese sh ortc om ing s, m ultiple h eterog eneous tec h niq ues m ay  be inv olv ed in 

g enerating  detec tion m odels [139], [204], [222], [288], [330]. T h e resultant integ rated 

c om ponents are c apable to c apture v arious aspec ts th at c onc ern norm al and intrusiv e ev ents. 

A dditionally , th ey  are suitable to boost ids ac c urac y  and prec ision. 

In ex isting  detec tion env ironm ents, c ollec ted log  data are in f lux  and c onseq uently  reported 

ev ents. T h ese env ironm ents allow  also v arious log  ty pes th at differently  trac e intrusiv e and 

norm al ev ents. L og  ty pes are identif ied rely ing  on th eir sourc es as w ell spec if ic ities of  log g ing  

fac ilities. T h ey  m ay  be issued from  sev eral sourc es inc luding  netw ork  interfac es, h osts, 

routers, and f irew alls. T h ey  m ay  also inc lude v ariable subsets of  features depending  on 

spec if ic ities of sensors, as disc ussed in [221]. U nfortunately , th e m ajority  of  ex isting  

integ rated c om ponents tak e ac c ount a sing le log  data ty pe, m ost often netw ork  or h ost log s. 

A lth oug h , th ey  use static  c om binations of detec tion m odels, ev en h eterog eneous, th ey  are 

inef fec tiv e to ex isting  env ironm ents. T h us, a dy nam ic  and adaptiv e c om ponent seem s w ell 

adapted to th ese. It foc uses on sev eral log  ty pes th at differently  report sec urity  state of  th e 

m onitored sy stem . F urth erm ore, it dy nam ic ally  selec ts best c om binations of  detec tion m odels 

to analy z e th e c urrent state. S uc h  approac h  to desig n adaptiv e analy sis c om ponents is useful 

to dec rease c onfusion and c h anc e of  eluding  m alic ious ev ents. A dditional im prov em ents are 

also req uired by  th is to m eet objec tiv es of  h ig h  sec urity  sy stem s and ensure ac c urate and 

prec ise dec isions to oth er ids c om ponents inc luding  th e response c om ponent.  

D espite its im portanc e for idrs sy stem s, response c om ponents h av e attrac ted few  researc h  

w ork s in th is f ield. T h e m ajority  of prev iously  desig ned ids are passiv e and lac k  response 

c om ponent. E x isting  ac tiv e ids allow  v arious responses ag ainst detec ted attem pts or attac k s. 



General introduction 

 7

T h eir responses rang e from  sim ple alert to c om plex  reac tions. N otif ic ation c om ponents 

m erely  alert th e S S O  about detec ted attac k s. T h ey  m ay  also prov ide lists of applic able 

sec urity  c ontrols reg arding  detec ted attac k s. T h ese response c om ponents ensure inc reased 

f lex ibility  to th e S S O  in order to c h oose and im plem ent appropriate c ontrols, w h enev er 

req uired. A dditional im prov em ents h av e been c onduc ted on notific ation c om ponents by  

integ rating  ex pert sy stem s. T h ese sy stem s sav e enc oded ex pert k now ledg e and possible 

c ontrol lists. T h ey  prov ide th e S S O  w ith  appropriate c ontrol c om binations depending  on 

detec ted attac k s. D if ferent proposals h av e been also presented in order to im prov e reac tions of 

th ese c om ponents. T h ey  h av e dev ised soph istic ated response c om ponents, R -box es, c apable 

to autom atic ally  selec t and im plem ent sec urity  c ontrols [290], [306]. 

R esponse c om ponents disc ussed abov e are based on enc oded ex pert k now ledg e. T h ey  form  

different g roups rely ing  on c onsistenc y  of  represented k now ledg e and th eir autom ation lev els. 

H ow ev er, th ese c om ponents fail to appropriately  m eet req uirem ents of ex isting  detec tion 

env ironm ents for tw o m ain reasons. O n one h and, th ey  partially  use inform ation forw arded by  

analy sis c om ponents. T h ey  solely  foc us on output labels, ev en th oug h  analy sis c om ponent 

dec isions inc lude additional details suc h  as c onfidenc e lev els or lik elih oods of  detec ted 

m alic ious ev ents. O n th e oth er h and, th eir reac tions are sim ilarly  im plem ented to c ounterac t 

attac k s m ounted on c ritic al serv ers or personal printer reg ardless of a realistic  dam ag e 

appraisal or appropriate rank ing  of  c om puting  env ironm ent assets. 

R ec ent enh anc em ents of  ex pert sy stem  based responses h av e dev ised h ig h ly  intellig ent 

c om ponents. T h ese c om ponents are c ost based. T h ey  use sev eral c ost fac tors inc luding  

response, operation and penalty  c osts, to desig n appropriate responses w ith  respec t to th e 

m ounted attac k s and targ et sy stem . A dditionally , th ey  inv olv e determ ined c osts in assessing  

appropriateness deg rees of  desig ned responses. M oreov er, th e dec isions to selec t and 

im plem ent m ost appropriate responses in th ese c om ponents depend ex c lusiv ely  on trade-of fs. 

D am ag e-response, disruption-effec tiv eness or c ost-benefit trade-of fs are c om m only  adopted 

by  c ost sensitiv e response c om ponents [225], [369], [388]. A lth oug h , th ese c om ponents 

dy nam ic ally  g enerate appropriate responses ag ainst detec ted attac k s, th ey  use c onstant c osts 

suc h  as penalty  and dam ag e c osts. F urth erm ore, th ey  req uire additional im prov em ents th at 

c onc ern dec ision c riteria and dam ag e c ost assessm ent. T h erefore, risk  based response m ay  be 

a prom ising  approac h  to  ov erc om e ex isting  c om ponent failure. S uc h  approac h  is useful to 

c onduc t th oroug h  and realistic  assessm ent of  dam ag es inf lic ted by  detec ted attac k s.  It allow s 

also th e integ ration of  env ironm ent dependent param eters th at c onc ern assets, v ulnerabilities 

and sec urity  c ontrols, to th e risk  m odel and h enc e th e desig ned response c om ponent 
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3  P ro b lem  s t a tem en t  

E x isting  ids are fac ing  dif ferent problem s th at are c ruc ial to th eir future suc c ess. Ids problem s 

inc luding  prev iously  disc ussed lead to sev eral struc tural and func tional sh ortc om ing  in 

desig ning  th ese sec urity  sy stem s.  W ith in an integ rated sec urity  solution, ids sy stem s are 

supposed to interac t w ith  inc luded sy stem s but th eir struc ture is not desig ned so. E x isting  ids, 

ev en th ose based on C I D F  f ram ew ork , lac k  req uired c om ponent to use or sh are k now ledg e 

w ith  oth er sec urity  sy stem s suc h  as v ulnerability  assessm ent or sec urity  m anag em ent sy stem s. 

M oreov er, as arc h itec tures of  ids sy stem s support th eir func tionalities, preparation task s are 

integ rally  neg lec ted by  ids desig ners. S uc h  task s c onc ern detec tion m odel g eneration and 

updating . T h ey  ex press new  req uirem ents of  ids sy stem s, th us th ey  are ex trem ely  useful 

spec if ic ally  for th ose using  m ultiple detec tion m odels. A lth oug h , detec tion m odel g eneration 

is c ritic al to ids proc ess, sim ilarly  to data preproc essing  and analy sis, a dedic ated c om ponent 

to th is task  w as c om m only  unforeseen in th e m ajority  of  ex isting  ids arc h itec tures, inc luding  

C I D F .  

A dditionally , th e m ultim odel approac h  h as rec ently  g ained an inc reased insig h t in desig ning  

analy sis and detec tion c om ponents for ids sy stem s. T h e proposed analy sis c om ponents using  

suc h  approac h  rely  on subsets of  detec tion m odels to c ope w ith  underly ing  failure of th ose 

sing le m odel based. H ow ev er, th ey , in turn, support m any  sh ortc om ing s th at c onc ern tw o 

m ain problem s. O n one h and, th ey  ex c lusiv ely  foc us on sing le log  data, ev en th oug h  ex isting  

detec tion env ironm ents allow  different useful log  ty pes. O n th e oth er h and, th ese c om ponents 

use static  subsets of  detec tion m odels, w h ile proc essed ev ent seq uenc es are c ontinually  

c h ang ing . A dditionally , th ey  c onsider neith er c onflic ts nor unc ertain dec isions of  detec tion 

m odels. 

R ec ently , th e idea of intellig ent response h as attrac ted th e attention of  ids desig ners. M ore 

researc h  efforts h av e been dev oted to im prov e th is c ritic al c om ponent to idrs sy stem s. T h ese 

w ork s h av e dev ised c ost based response c om ponents. T h e latter rely  on trade-offs betw een 

inv olv ed c ost fac tors to desig n and selec t appropriate reac tions. H ow ev er, m any  of  c ost 

fac tors inc luded by  th ese c om ponents are assum ed c onstant w h ic h  is inc onsistent and 

inef fec tiv e to ex isting  detec tion env ironm ents. A dditionally , intellig ent response c om ponents 

req uire ex plic it and detailed proc esses to assess different c osts, desig n responses and selec t 

appropriate ones.  

T o ov erc om e th ese draw bac k s, assoc iated to ids desig n and deploy m ent, it is essential to 

enh anc e ex isting  ids arc h itec tures by  additional c om ponents to m eet new  req uirem ents of 
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future ids as w ell as th eir deploy m ent env ironm ents. M oreov er, analy sis and detec tion 

c om ponents of  ids req uire sev eral im prov em ents to dy nam ic ally  and adaptiv ely  proc ess 

c ollec ted log  data and assess c urrent sec urity  state of  th e m onitored sy stem . F urth erm ore, 

response c om ponents inv olv e m ore adv anc ed enh anc em ents to desig n risk  driv en reac tions 

c apable to c ounterac t ef fec ts of  detec ted attac k s reg arding  targ et assets. T h us, in th is th esis, 

w e address th e issues of adaptiv e analy sis and risk  driv en response in idrs sy stem s. 

4  M a in  c o n trib u t io n s  

T h is researc h  th esis c ontributes to intrusion detec tion and sec urity  m anag em ent f ields at 

different lev el. Its m ain c ontributions th at fall under th ree essential areas are sum m ariz ed by : 

– E x pandable C I D F  inspired idrs arc h itec ture: th e proposed idrs arc h itec ture ex tends th at 

of  C I D F  f ram ew ork  by  tw o additional c om ponents. T h e g eneration c om ponent puts 

em ph asis on th e nec essity  of  preparation task s, inc luding  detec tion m odels 

c onstruc tion and updating , for future idrs sy stem s. T h e k now ledg e base c om ponent 

instead prov ides idrs c om ponents w ith  req uired k now ledg e about g enerated detec tion 

m odels, sec urity  c ontrols, supported v ulnerabilities and assets of th e m onitored sy stem . 

B esides, it reinforc es c ooperation and k now ledg e sh aring  betw een idrs and oth er 

sec urity  sy stem s. M oreov er, th e proposed idrs life c y c le ex plic itly  presents proc essing  

steps of  different c om ponents w ith in th e idrs arc h itec ture. T h e desig ned arc h itec ture 

and life c y c le serv e as th e foundation of  our idrs fram ew ork  th at c om plem ents researc h  

and norm aliz ation efforts in th is field.  

– A daptiv e analy sis and detec tion c om ponent: th e desig ned analy sis c om ponent tak es 

ac c ount of  sev eral log  ty pes th at differently  report c urrent sec urity  state of th e 

m onitored sy stem .  It dy nam ic ally  selec ts best c om binations of  detec tion m odels to 

c onduc t a th oroug h  analy sis of c urrent state.  A fterw ard, it h ierarc h ic ally  fuses selec ted 

m odels to deriv e th e c om bined detec tion dec ision. T h e selec tion and fusion steps of  th e 

adaptiv e c om ponent represent th e c ore ex tensions of  th e ty pic al analy sis proc ess. T h e 

form er uses an integ rated c riterion th at inc ludes data and m odel dependent fac tors, to 

selec t appropriate c om binations. T h e latter relies on an enh anc ed ev idential fusion 

m eth od to c om bine selec ted detec tion m odels at th e dec ision lev el. 

– R isk  driv en response c om ponent:  th e desig ned response c om ponent is solely  based on 

a risk  m anag em ent m odel. T h e proposed risk  m odel c om plies w ith  sec urity  standards 

and g uidelines inc luding  I S O  27005, F I P S  65 and N I S T  S P 800-30. A dditionally , its 

tw o parts of  risk  assessm ent and risk  m itig ation are based on a q uantitativ e approac h . 
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T h e assessm ent part identif ies and determ ines risk  param eters inc luding  ex posure, 

sev erity  of  supported f law s and ef fec tiv eness of  deploy ed c ontrols. T h en, it estim ates 

th e basic  risk  of  th e c om puting  env ironm ent due to m ounted attac k s. A f terw ard, th e 

m itig ation part treats reac h ed risk  rely ing  on an appropriate m inim iz ation prog ram . It 

selec ts th e best sec urity  strateg y  to m itig ate c urrent risk  f rom  th ose inc rem entally  and 

iterativ ely  desig ned using  return on sec urity  inv estm ent c riterion. T h e desig ned and 

selec ted sec urity  strateg ies m eet both  objec tiv es of  m inim iz ing  inf lec ted risk  by  

m ounted attac k s to an ac c eptable lev el and reduc ing  sec urity  inv estm ent c ost to an 

im posed lev el 

5  Th es is  o u t lin e 

T h e th esis is struc tured as follow s. C h apter 1 and C h apter 2 rev iew  inform ation sec urity  

literature. C h apter 1 presents m ain sec urity  c onc epts, princ iples and c ontrols. C h apter 2 solely  

foc uses on ids, th eir c om ponents, tax onom ies, norm aliz ation ef forts and data m odeling  

m eth ods ex perim ented in prev ious w ork s. C h apter 3 introduc es our idrs fram ew ork  and 

brief ly  disc usses proposed C I D F  im prov em ents. C h apter 4 details m ultim odel analy sis 

c om ponent proposed w ith in th e idrs fram ew ork . C h apter 5 presents our inform ation sec urity  

risk  m anag em ent m odel on w h ic h  relies th e response c om ponent of  th e idrs fram ew ork . 

C h apter 6 presents a detailed illustrativ e ex am ple th at stresses v alidity  and effec tiv eness of 

our idrs fram ew ork . F inally , th e c onc lusion enum erates m ain finding s of  th is w ork  and 

disc usses future direc tions of researc h es in th is f ield and oth ers w ith in th e inform ation 

sec urity  dom ain. 
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CHAPTER 1 

BACKGROUND OF INFORMATION SYSTEM SECURITY 

AND INTRUSION DETECTION 

1.1 Introduction 

Internet serv ices hav e submerged all activ ity  domains of today ’s organiz ations. M oreov er, 

multiple organiz ations hav e entirely  based their business activ ities on these infrastructures 

which expose their information sy stems to a high risk lev el. T he risks are related to v arious 

weaknesses in designing or bugs in implementing or configuring these serv ices. O rganiz ations 

should identify  and mitigate these risks to protect their critical information sy stems and thus 

preserv e their business continuity . M oreov er, they  should implement appropriate security  

controls or measures both to detect known attacks on their resources and av oid others.  

1.2 Terminology 

- Asset: A ssets “ generally  include information, hardware, software, and people. A sset v alues 

are determined based on the impact to the organiz ation if the asset is lost. C ritical assets are 

those that are essential to meeting an organiz ation’s mission and business objectiv es”  [20 ]. 

- Security policy :“ is some statement about what kind of ev ents are allowed or not allowed in 

the sy stem. A n explicit policy  consists of rules that are documented (but not necessarily  

correctly  enforced), while an implicit policy  encompasses the undocumented and assumed 

rules which exist for many  sy stems”  [233]. 

- Vulnerability:“ A  flaw or weakness in a sy stem's design, implementation, or operation and 

management that could be exploited to v iolate the sy stem's security  policy ”  [20 ]. 

- Threat:“ is defined as any thing that may  compromise an asset. T his could be a person, such 

as an employ ee or a hacker, or it could be a competitor or any one else with deliberate intent to 

compromise an asset. T hreats also include any thing that results in accidental disruption to an 
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asset (such as a natural disaster), the means of access to do so, or any  outcome or consequence 

that results in an unwanted effect such as disclosure, modification, destruction, loss, or 

interruption”  [20 ]. 

- Attack : “ connotes an action conducted by  an adv ersary , the attacker, on a potential v ictim. 

F rom the perspectiv e of the administrator responsible for maintaining a sy stem, an attack is a 

set of one or more ev ents that has one or more security  consequences. F rom the perspectiv e of 

a neutral observ er, the attack can either be successful-an intrusion-or unsuccessful-an 

attempted or failed intrusion. F rom the perspectiv e of an intruder, an attack is a mechanism to 

fulfill an objectiv e”  [20 ]. 

- Intrusion: “ refers to an actual illegal or undesired entry  into an information sy stem. 

Intrusion includes the act of v iolating the security  policy  or legal protections that pertain to an 

information sy stem”  [20 ]. A n intrusion defined in [233] as “ is a successful ev ent from the 

attacker’s point of v iew and consists of: 

1) A n attack in which v ulnerability  is exploited, resulting in 

2) A  breach which is a v iolation of the explicit or implicit security  policy  of the sy stem”  

[233]. 

- Incident:“ is a collection of data representing one or more related attacks. A ttacks may  be 

related by  attacker, ty pe of attack, objectiv es, sites, or timing”  [20 ]. 

1.3  Information security serv ices 

S ecurity  consists of processes, mechanisms and controls designed to protect priv ate 

information and critical resources of an organiz ation. Information security  main mission is to 

fulfill the following three goals: 

− C onfidentiality : limits the use and disclosure of information to legitimate and 

authoriz ed entities whose job can’t be performed without priv ate information. 

− Integrity : preserv es accuracy  and reliability  of information. A ny  modification of 

information should be performed by  authoriz ed entities. 

− A v ailability : ensures accessibility  to resources when needed. R esources should be 

av ailable to legitimate and authoriz ed users. 
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A dditional serv ices can be included such as authenticity , non-repudiation and access control 

to reinforce organiz ation’s security . S uch serv ices are required for protecting different 

exploitation env ironments (computing sy stems, E -commerce, etc.). 

1.4  Attack  tax onomies  

S y stems, networks and sensitiv e information of an organiz ation are exposed to multiple, 

natural, accidental and intentional threats. F looding, quakes or other natural threats hav e 

v arious implications on av ailability  of organiz ation resources. A ccidental threats are generally  

caused by  employ ees or insider entities to the organiz ation. D ata entry  clerks, sy stem 

operators and programmers make unintentional errors which, directly  or indirectly , induce 

v arious security  problems. Intentional threats are based on multiple accidental errors or 

v ulnerabilities of the target sy stem. T hey  are mounted by  malev olent insider or outsider 

entities. T hese malicious entities hav e v arious objectiv es and use different means or attacks to 

achiev e them.   

C omputer and network attacks are related sequences of actions mounted by  malicious entities 

with clear goals. T he initial goal of an intruder, who mounts such intrusiv e actions, is the 

v iolation of the security  policy  of the v ictim. T hese malicious adv ersaries hav e multiple 

objectiv es that v ary  from simple information on specific resources to complete destruction of 

these. T hey  can reach fixed goals rely ing on different attack models or scenarios. A ttack 

models focus on supported design, implementation or configuration flaws of the hardware or 

software of the v ictim env ironment. T hey  depend as well on skills of attackers. 

A ttacks targeting computing env ironment resources hav e been structured into different 

classes. T he proposed attack taxonomies hav e been based on sev eral criteria including 

exploited v ulnerabilities and attackers’ objectiv es. F urthermore, these taxonomies hav e to 

meet multiple requirements such as exhaustiv eness and simplicity . F ollowing principles are 

most relev ant to discriminate between different taxonomies [16 4 ], [322]: 

− M utually  exclusiv e: identified classes should not ov erlap 

− E xhaustiv e: determined classes should cov er all possible cases. 

− U nambiguous: clear and precise classes regardless of who is classify ing. 

− R epeatable: reproduces expected results in the same classification regardless of who 

is classify ing 
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− U seful: should be useful to the security  industry  and security  solution dev elopment. 

− S imple: simple to understand either by  security  experts or others 

− D eterminism: classification procedure should be clearly  defined and prov ide results  

in a finite time 

T hese criteria and others [158] impose clear definitions of used terms and well structured 

decision processes of the designed taxonomies.  

V arious attack taxonomies hav e been proposed in [11], [158], [16 4 ], [195], [232], [322]. 

M any  of these taxonomies partially  meet these principles. T hey  mainly  focus on 

v ulnerabilities, attacker objectiv es and defense mechanisms in determining different attack 

classes. V ulnerabilities supported by  the target v ictim env ironment were considered in 

L andwehr et al.’ work as security  flaws in computer programs [211]. T he proposed taxonomy  

by  L andwehr and his colleagues aims at identify ing problematic aspects in sy stem designing 

process.  T hus, it seems to be designed to assist the sy stem designer and programmer to 

dev elop more secure sy stems [195]. In this taxonomy , security  flaws are categoriz ed 

according to three dimensions as stated by  L indqv ist et al.[232]: genesis (how the fault was 

introduced? ), time of introduction (when the fault was introduced? ) and location (where the 

fault manifest? ) [18], [232].T hese dimensions hav e been extended in K rsul and B ishop works 

[ 4 9], [199] by  other features that characteriz e v ulnerabilities in order to classify  security  flaws 

associated with different abstraction lev els.  

A ttack-centric taxonomies are the most used in security  literatures. T hey  concentrate on 

intruder or the entity  who mounts the attack. Implicitly , they  thought of exploited security  

flaws in conjunction with intruder’s methods in defining attack categories. M ultiple attacks 

categories hav e been defined by  these taxonomies based upon attack techniques, results, 

sources and processes.  

D efense-centric taxonomies focus on defender goals rather than attacker objectiv es. T hey  

address to the other side of security  problem and try  to categoriz e attacks based on means to 

defend against them. T hese taxonomies focus on required security  controls for a defender 

side. M oreov er, they  offer useful tools that help defender to predict performance of 

implemented detectors. 
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1.4 .1 Vulnerability classifications 

B ased on three dimensions proposed by  L andwehr et al., A slam’s taxonomy  of faults defines 

three main classes of operation, env ironmental and coding faults. C oding faults are introduced 

during the software dev elopment. O perational faults are associated to improper software 

installation or misconfiguration. E nv ironmental faults manifest when software is deploy ed in 

an env ironment which is inappropriate. O peration and coding faults, in turn, are subdiv ided 

into other classes as depicted by  the figure 1.1. D etailed descriptions of the identified fault 

classes can be found in [27 ], [211]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1 : Aslam’s Tax onomy 

B ishop and K rsul hav e analy z ed A slam’s taxonomy  [ 4 9], [199]. B ishop has illustrated by  a 

sample of U N I X  operating sy stem v ulnerabilities that A slam taxonomy  supports ov erlapping 

classes and thus taken flaws can be assigned to multiple classes at the same time. M oreov er, 

he states that this taxonomy  does not meet neither well defined decision process nor 

uniqueness. B ishop shows also that A slam’s taxonomy  focuses solely  on v ulnerabilities at the 

implementation lev el and therefore, lacks high-lev el categories to classify  design faults [ 4 9]. 

H e has dev eloped a v ulnerability  taxonomy  that focuses on the underly ing causes rather than 

descriptions of flaws. T he proposed taxonomy  uses six main axes or dimensions for 

classify ing v ulnerabilities: 

1) O peration faults ( C onfiguration errors) 

1a) O bject installed with incorrect permissions 

1b) U tility  installed in the wrong place 

1c) U tility  installed in incorrect setup parameters 

2) E nv ironmental faults 

3) C oding faults 

3a) C ondition v alidation error 

3a1) F ailure to handle exceptions 

3a2) Input v alidation error 

3a2a) F ield v alue correlation error 

3a2b) S y ntax error 

3a2c) T y pe and number of input fields 

3a2d) M issing input 

3a2e) E xtraneous input 

3a3) O rigin v alidation error 

3a4 ) A ccess rights v alidation error 

3a5) B oundary  condition error 

3b) S y nchroniz ation error 

3b1) Improper or inadequate serializ ation error 

3b2) R ace condition error 
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− N ature of v ulnerability  or the condition that causes it ( v alidation, sy nchroniz ation, 

naming, implementation)  

− T ime of introduction 

− E xploitation domain: gains through the exploitation of v ulnerability  (access lev el, … ): 

− E ffect domain: the effect of v ulnerability  

− M inimum number: minimum number of components required for exploiting the 

v ulnerability . 

− S ource: the source of identification of v ulnerability . 

K rsul has constructed his own attack taxonomy  based on security  fault of A slam and critical 

points of B ishop. T his taxonomy  uses extend dimensions compared to those presented by  

A slam to classify  software v ulnerabilities. It includes dimensions such as cause (which cause 

has induced the fault? ), ty pe (which operation ty pe is faulty ? ), remov al (process steps to 

remov e the fault) and threat (potential threat of the fault). K rsul’s taxonomy  distinguishes four 

categories of v ulnerabilities [18], [199]: 

− D esign: focuses on v ulnerabilities at high lev el classes. 

− E nv ironmental assumption: v ulnerabilities associated with programmer assumptions. 

− C oding fault: assumptions on v ariable length 

− C onfiguration: focuses on error  

K rsul and B ishop taxonomies main goal consists of prov iding useful descriptions of possible 

exploits for intrusion detection. M oreov er, these taxonomies aim at helping software 

designers by  presenting different techniques both to find and av oid v arious weaknesses at 

multiple steps of software life cy cle [ 4 9].  

1.4 .2 Attack -centric tax onomies 

A ttack centric taxonomies are based on attacking techniques, processes, results or other attack 

dependent criteria in identify ing different classes. Inv olv ed categoriz ation criteria within these 

taxonomies and determined attack classes are discussed in the following sections.  
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1.4 .2.1 Attack  techniq ues  

O ne of the earliest attack taxonomy  was proposed by  N eumann and P arker of the S R I  

laboratory  [27 4 ]. It was based on about three thousand incidents collected ov er a period of 

twenty  y ears. N eumann and P arker’ taxonomy  categoriz es misuse techniques into nine 

categories. T he table 1.1 presents different attack categories according misuse techniques 

defined by  N eumann and P arker [232]. 

N eumann and P arker stated that their classes don’t meet the uniqueness requirement because 

the majority  of recently  detected computer misuses inv olv e techniques from different 

categories. In [16 4 ] and [232], N eumann and P arker taxonomy  was criticiz ed because its 

classes are not logical and intuitiv e. M oreov er, relationships between classes are not 

explained either by  an additional structure which may  lead to difficult acceptance and limited 

use of this taxonomy . H owev er, N eumann and P arker’s taxonomy  is suitable to classify  a 

large number of attacks because it relies on an extended data sample. 

1.4 .2.2 Attack  results 

S ev eral taxonomies hav e been proposed based on attack results or attacker targets. C ohen 

categoriz es attack objectiv es into three categories [314 ]: 

− C orruption: unauthoriz ed modification of information 

− L eakage: unauthoriz ed div ulgation of information 

− D enial: computer or network serv ices cannot be accessed by  authoriz ed and legitimate 

users. 

T his taxonomy  focuses on security  disruptions from the point of v iew of the three main 

security  serv ices (integrity , confidentiality  and av ailability ). O ther works use same categories 

or define new ones in terms of different security  serv ices such as secrecy , accuracy  and 

authenticity  [16 4 ]. 
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Table 1.1: Neumann and Park er misuse tax onomy [23 2]  

Class  Description 

N P 1 E xternal misuse  

 

G enerally  non technological and unobserv ed, 

phy sically  separate from computer and 

communication facilities, for example v isual 

spy ing. 

N P 2 H ardware misuse a) P assiv e, with no (immediate) side effects. 

b) A ctiv e, with side effects 

N P 3 M asquerading  Impersonation; play back and spoofing attacks etc. 

N P 4  S etting up subsequent misuse P lanting and arming malicious software. 

N P 5 B y passing intended controls C ircumv ention of existing controls or improper 

acquisition of otherwise denied authority . 

N P 6  A ctiv e misuse of resources M isuse of (apparently ) conferred authority  that 

alters the sy stem or its data. 

N P 7  P assiv e misuse of resources M isuse of (apparently ) conferred reading 

authority . 

N P 8 M isuse resulting from inaction F ailure to av ert a potential problem in a timely  

fashion, or an error of omission, for example. 

N P 9 U se as an indirect aid in committing 

other misuse 

 

a) A s a tool in planning computer misuse etc. 

b) A s a tool in planning criminal and/or unethical 

activ ity . 

D A R P A  ( D efense A dv anced R esearch P rojects A gency ) and L uke hav e proposed two 

different taxonomies of attack results. T hese taxonomies focus respectiv ely  on first and the 

end goal of an attacker. D A R P A ’s taxonomy  is simple and widely  used in the intrusion 

detection field. It was adopted in simulation of data sets for intrusion detection sy stems 

ev aluation because defined attack categories are conv enient for specify ing sy stem capabilities. 

D A R P A  attack categories are depicted in T able 1.2 [90 ], [154 ], [190 ]. T he first four classes 

form D A R P A  reduced taxonomy  which is the most adopted in intrusion detection literature 

and also used in this report. 

L uke has proposed attack implementation taxonomy  based on attacks primary  objectiv es. A s 

he has stated: “ an attack implementation is a specific way  that an act is done”  [322]. L uke’s 

taxonomy  distinguishes eight categories of attack objectiv es. T hese categories are 

summariz ed by  the table 1.3 [322]. 
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Table 1.2: DARPA Attack  Tax onomy 

Main 

category 

 

Description 
Sub-category 

 
Description 

1. D O S   

 

D enial-of –serv ice 

attacks hav e a goal of 

limiting or deny ing 

serv ices  to authoriz ed 

entities (user, computer, 

network) 

1.1 crashing  

 

U sing a single malicious 

ev ent (or a few packets) 

to crash a sy stem, e.g. the 

teardrop attack 

1.2 consumption  

 

U sing a large number of 

ev ents to exhaust network 

bandwidth or sy stem 

resource, e.g. sy nflood 

2. U 2R   

 

U ser-to-R oot allow 

attacker who had 

prev iously   a user-access 

to gain a super-user 

access on sy stem or 

computer   

2.1 local  

 

B y  first logging in as a 

legitimate user on a local 

sy stem, e.g., buffer 

ov erflow on local sy stem 

programs such as eject 

2.2 remote  

 

F rom remote host, e.g. 

buffer ov erflow of some 

daemon running suid root 

3. R 2L   

 

R emote-to-L ocal attacks 

aim at illegally  gaining 

local access to a 

computer or network  by  

an attacker who had had 

only  remote access  

3.1 single  A  single ev ent, e.g. 

guessing passwords 

3.2 M ultiple  M ultiple ev ents, hosts, or 

day s, e.g. the multiple 

attack 

4 . P R O B E  

 

Illegally , gaining 

knowledge on the 

existence or 

configuration of a 

computer sy stem or 

network 

4 .1 simple  

 

M any  of probe within a 

short period of time, e.g. 

fast port scan 

4 .2 stealth P robe  

 

E v ents are distributed 

sparsely  across long time 

windows, e.g. slow port 

scan 

D ata  D ata attacks allow an attacker access to some piece of information (file or 

directory ) that was impossible according to stated security  policy . T hese attacks are 

generally  classified as U 2R  and R 2L  but are considered as data attacks.   
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Table 1.3 : First objectiv e based attack  tax onomy 

Main category Description 

G ain unauthoriz ed use G ain unauthoriz ed control or use of 

target resources 

A ccess unauthoriz ed data A llow attackers to read or obtain 

unauthoriz ed data from the target 

M asquerade as a normal 

software but to hav e abnormal 

uses 

P rograms that hide their true identities 

to perform unusual and unseen activ ities 

in order to v iolate the security  policy : 

backdoors or torjan horse programs 

D eny  of serv ice Intentional impair of normal function of 

target resources 

P ropagate malicious code U nauthoriz ed spreading of harmful 

code 

S olicit a user C oncerns unwanted attack designed to 

conv ince sy stem users to perform 

harmful actions.(spam, v irus, social 

engineering) 

Improperly  gain information 

that could be used for further 

attacks 

D escribes any  attack that collects 

potentially  useful information for 

further harmful attacks 

V iolate a local account 

restrictions 

U nauthoriz ed break of limitations 

placed upon a local account 

1.4 .2.3  Attack  process 

H oward’s taxonomy  focuses on the operational sequence of tools, access and results that links 

between the attackers and their objectiv es. In his process-based taxonomy , H oward has 

defined multiple categories of attackers, tools, access lev els, results and objectiv es. H e has 

div ided entities carry ing attacks into six categories [16 4 ]: 

− H ackers: they  break into computers primarily  for the challenge and status of obtaining 

access.  

− S pies: they  break into computers primarily  for information which can be used for 

political gain.  

− T errorists: they  break into computers primarily  to cause fear which will aid in 

achiev ing political gain. 
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− C orporate raiders: employ ees of one company  break into computers of competitors for 

financial gain. 

− P rofessional C riminals: they  break into computers for personal financial gain (not as a 

corporate raider). 

− V andals: they  break into computers primarily  to cause damage. 

W hen these intruders mount an attack, their primary  motiv ation, as stated by  H oward, is one 

of the following: 

− C hallenge, status 

− P olitical gain 

− F inancial gain 

− D amage 

D ifferent means are used by  attackers to gain access to the target sy stem. H oward has defined 

six possible classes of attacking tools: 

− U ser command: ty ped shell commands or using a graphical interface 

− S cript or programs: S cripts or T rojan horse programs or cracking programs triggered 

by  an intruder to exploit different v ulnerabilities. 

− A utonomous agent: initiated by  attackers to exploit v ulnerabilities independently  to 

who use the sy stem (computer v irus or worms). 

− T oolkit: S oftware package of commands, scripts and autonomous agents  

− D istributed tools: tools associated with different hosts by  an attacker to mount a 

coordinated attack. 

− D ata tap: phy sical attack tool which focuses on electromagnetic dev ices such as 

computer memory  or network cables to rev eal sav ed or exchanged data. 

Intruders use one or more of these tools to exploit design, implementation or configuration 

v ulnerabilities and achiev e their goals. T hey  can gain unauthoriz ed access to target resources 

and control processes, files and exchanged data with the v ictim. M oreov er, they  are able to 

implement other security  disruptions.  

T he complete attack taxonomy  that uses fiv e stage process is presented by  figure 1.2 [16 4 ]. 
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Figure 1.2 : How ard’s attack  tax onomy 

H oward’s taxonomy  was largely  criticiz ed in sev eral works. It was considered as an attempt 

to deriv e a process-based taxonomy  because it focuses solely  on attack rather than attacking 

stages. H oward’s taxonomy  fails also to define mutually  exclusiv e classes. T his is the case of 

script or program and toolkit classes of tools categories. M oreov er, different other classes of 

attackers are indistinguishable, from the point of v iew of the user, such as terrorist and 

v andals, spy  and professional criminal and other entities [158]. 

 H oward’s taxonomy  was then refined to dev elop S andia attack taxonomy  of S andia 

laboratory  [16 4 ]. H oward has rev ised attack stages and proposed new terms such as action 

and target to describe them. H owev er, all weaknesses of the first are supported in the 

improv ed v ersion of the S andia taxonomy  as stated in [158]. 

A nother attack taxonomy  based on attacking process was proposed by  the D epartment of 

D efense (D oD ). D oD  taxonomy  div ides attacks into four categories according to attack 

models. A n attack model defines a scenario that combines sev eral entities (people, data, 

knowledge, software and hardware) to achiev e intruder objectiv es. T he four attack models 

considered in D oD  taxonomy  are: probe, infrastructure, authoriz ed and factory  model [314 ]. 

− P robe model: P robe attack model focuses on information collection or gathering 

attacks to identify  opportunities of potential attack that can damage target sy stem. 

− Infrastructure model: Infrastructure attack model concentrates on attack designed to 

persuade entities in target sy stems to cause harm that affects infrastructure attributes. 

− A uthoriz ed access models: A uthoriz ed access models are concerned with insider 

entities which hav e authoriz ations to access sy stem resources. 
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− F actory  model: F actory  attack model focuses on entities in the target sy stems 

(hardware and software) that can indirectly  cause damage. T ools designed to mount 

such attacks hav e alway s an embedded malicious code. 

1.4 .2.4  Other attack -centric tax onomies 

M ultiple attack taxonomies hav e been proposed based on abuse methods, ty pes of disruption 

and other criteria. S ome of these taxonomies are summariz ed in following sections 

a) Lindquist and Jonsson’s Taxonomy 

L indquist and J onsson hav e refined S R I  computer abuse methods model of N eumann and 

P arker. T hey  hav e proposed two dimensions based attack taxonomy  that includes techniques 

and results dimensions. L indqv ist and J onsson’s taxonomy  uses misuse techniques proposed 

at the origin by  N eumann and P arker, specifically , N P 5, N P 6  and N P 7  technique categories 

giv en in table 1.1. T hese categories were subdiv ided into different classes in L indqv ist and 

J onson’s taxonomy  as summariz ed by  the table 1.4  [232]. 

Table 1.4 : First dimension of intrusion techniq ues 

Misuse techniq ue 

categories 
Lindq v ist and J onsson classes 

N P 5 

B y passing intended 

controls 

 

P assword attacks 
C apture  

G uessing  

S poofing priv ileged programs 

U tiliz ing weak authentication 

N P 6  

A ctiv e misuse of 

resources 

E xploiting inadv ertent write permission 

R esources exhaustion 

N P 7  

 P assiv e misuse of 

resources 

M anual browsing 

A utomated searching 
U sing a personal tool 

U sing a publicly  av ailable tool 

 L indqv ist and J onsson’s taxonomy  includes different intrusion results that mainly  concern 

confidentiality , integrity  and av ailability  serv ices. A ccording to this taxonomy , attack 

objectiv es are div ided into three categories of exposure, D O S  and erroneous outputs [232]. 

T hese categories and their sub-classes are presented in T able 1.5. 



CHAPTER 1: Background of information system security and intrusion detection 

 

 24

Table 1.5 : Second dimension of intrusion results 

Results 

Categories 
Classes 

E xposure 
D isclosure of 

confidential 

information 

O nly  user information disclosed 

S y stem (and user) information 

disclosed 

S erv ice to  

unauthoriz ed 

entities 

 

A ccess as an ordinary  user account 

A ccess as a special sy stem account  

A ccess as client root 

A ccess as serv er root 

D O S  S electiv e 

 

A ffects a single user at a time 

A ffects a group of users 

U nselectiv e A ffects all users of the sy stem 

T ransmitted A ffects users of other sy stems 

E rroneous 

outputs S electiv e 

A ffects a single user at a time 

A ffects a group of users 

U nselectiv e A ffects all users of the sy stem 

T ransmitted A ffects users of other sy stems 

b ) D A R P A  extended taxonomy 

K endall has proposed an attack taxonomy  that was reduced to fiv e classes by  D A R P A  team, 

as prev iously  discussed, to dev elop a testbed of intrusion detection sy stems ev aluation. 

K endall’s taxonomy  focuses on two main aspects in attacks: transition between priv ilege 

lev els and actions performed by  attacks. T he first dimension distinguishes fiv e main classes of 

priv ilege or access lev els: 

− R emote network access (R ): minimal access to the target v ia interconnected networks. 

− L ocal network access (L ): ability  to read and write to local network where the target is 

located. 

− U ser access (U ): normal access and use of the sy stem. 
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− R oot or super-user access (S ): allows super-user or administrator total control of 

sy stem software. 

− P hy sical access (P ):  allows operator to manipulate phy sical component of the sy stems 

(hard disk, etc.). 

In addition, K endall has defined fiv e possible way s or means of transition between access 

lev els, these are: 

− M asquerading (m):  the attacker hides his true identity  and conv inces the target to 

believ e him as a legitimate user with higher priv ilege. 

− A buse of features (a): causing a sy stem failure either by  making its resources too busy  

or by  imitating priv ileged actions to gain a higher access lev el 

− Implementation bug (b): exploitation of bugs in trusted programs 

− S y stem misconfiguration (c): exploitation of error in security  policy  configuration 

− S ocial engineering (s): attacker uses indirect means to let the human operator of the 

sy stem rev eals secret information.  

D ifferent actions can be performed in each priv ilege lev el. F or the second dimension, K endall 

has used fiv e main categories of actions. T able 1.6  presents actions categories and their 

descriptions [190 ]. 

K endall has illustrated how to classify  and describe different attacks in D A R P A  database 

using a string representation of attack priv ilege, transition and action performed. F or example, 

password cracking attack is represented by  the string “ U -use (intr usion)”  according K endall’s 

taxonomy . T he string representation of password cracking attack states that “ user with a local 

account (U ) uses a program which attempts to decry pt an entry  in password file” . A ttacks 

descriptions and classification process of K endall’s taxonomy  are illustrated by  figure 1.3 

below [190 ]. 
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Table 1.6 : Action categories in Kendall’ tax onomy 

Action category Specif ic type Description 

P robe 

P robe( M achines) 
D etermine ty pes and numbers of 

machines on a network 

P robe( S erv ices) 
D etermine the serv ices of a particular 

sy stem supports 

P robe(U sers) 

 

D etermine the names or other 

information about users with accounts on 

a giv en sy stem 

D eny  

 

D eny ( T emporary ) 

 

T emporary  D enial of S erv ice with 

automatic recov ery  

D eny ( A dministrativ e) 

 

D enial of S erv ice requiring 

administrativ e interv ention 

D eny ( P ermanent) 

 

P ermanent alteration of a sy stem such 

that a particular serv ice is no longer 

av ailable 

Intercept 

 

Intercept( F iles) Intercept files on a sy stem 

Intercept(N etwork) Intercept traffic on a network 

Intercept(K ey strokes) Intercept key strokes pressed by  a user 

A lter 

 

 

A lter( D ata) A lteration of stored data 

A lter( Intrusion-T races) 

 

R emov al of hint of an intrusion, such as 

entries in log files 

U se 

 

U se(R ecreational) 

 

U se of the sy stem for enjoy ment, such as 

play ing games or bragging on IR C  

U se(Intrusion-R elated) 

 

U se of the sy stem as a staging area/entry  

point for future attacks 

 

 

 

 

 

 

 

 

 

Figure 1.3  : Attack s description in Kendall’s tax onomy 
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c ) R ag g ad’s Taxonomy 

R aggad’s taxonomy  relies on three main axes to classify  attacks on organiz ation resources. 

E ach attack is assigned to one of the proposed categories based on its source, implication on 

the target and attack models to carry  out intrusiv e actions.  

R aggad uses fiv e ty pes of entities initially  identified by  W hitten, B entley  and B arlow [ 4 0 8] in 

sy stem analy sis and design. T he following entities are considered in R aggad’s taxonomy  as 

the origin of any  attack on information technology  resources: 

− P eople: people in the target sy stem (input data, receiv e output … ). 

− A ctiv ities: sequences of steps (data flows, security  controls … ) defined for the target 

sy stem.  

− T echnology : technology  ev olution (impact on target sy stem). 

− D ata: data and information flows in target sy stem. 

− N etworks: network requirements at different locations in the target sy stem. 

T hese entities hav e the ability  to cause different ty pes of harms to the target sy stem. R aggad’s 

taxonomy  uses three ty pes of disruptions, those introduced by  C ohen [81]. F igure 1.4  

illustrates causal links between the origin and impact of an attack. 

 

 

 

 

  

 

 

 

 

Figure 1.4  : Security disruption classes by (impact, origin) pairs [3 14 ] 
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A n attack induces an entity  to cause one of security  disruptions. D oD  attack models form the 

third dimension of R aggad’s taxonomy  to describe the attacks. T he proposed taxonomy  

adopts a cube form to represent attack where each axis corresponds to one of the included 

dimensions. 

R aggad has proposed a security  and information assurance framework rely ing on this 

taxonomy . B ased on the three dimensions, he has identified sixteen different information 

security  sy stems to rule out attacks on confidentiality , integrity  and av ailability  of target 

sy stem resources [314 ]. 

d) M ulti-dimension attac k  taxonomy 

H ansman [158] has proposed a multidimensional computer and network attack taxonomy . H e 

has fixed the first four dimensions of his taxonomy , which are: 

− A ttack v ector: it prov ides descriptions of attacks and simplifies their classification. 

− T arget of attack: it defines different hardware and software components either of 

computer or network that can be targeted by  an attack. 

− V ulnerabilities: it presents the implementation and configuration of v ulnerabilities that 

can be exploited by  an attack. 

− A ttack pay load: it defines possible results of an attack. 

F or each of these dimensions, H ansman has defined different classes. C omplete taxonomy  

and detailed classes associated with each dimension can be found in [158]. F urthermore, 

H ansman taxonomy  is extensible and can support additional dimensions such as damage, cost, 

propagation and defense to reduce classification ambiguity  and define precise subclasses. 

1.4 .3  Defense-centric tax onomy  

D efense-centric taxonomy  is based on defender goals rather than attacker objectiv es. In fact, 

K illourhy  and his colleagues hav e agreed that the attack-centric taxonomies are useful for 

defender because they  inform him on groups of attacks that can be ruled out together. 

H owev er, defense-centric taxonomies are more helpful from the point of v iew of defender 

because they  allow him to know whether his detectors hav e correctly  thwarted giv en attack or 

not. T he authors emphasiz e that defense-centric taxonomies are much more useful than 

attack-centric when defender is faced with new attacks. In this situation, is more useful, from 

the defender and information owner v iewpoints, to trigger the most competent detector, if the 



CHAPTER 1: Background of information system security and intrusion detection 

 

 29

new attack falls into one of known attack categories, than analy z ing the goal and tools used by  

intruders. 

In their work, K illourhy  et al. hav e performed two main experiments. T he first experiment 

concentrates on attacker behav iors. T wenty  fiv e attacks hav e been carefully  selected for this 

experiment to exploit different v ulnerabilities supported in used testbed. D uring 

experimentation of these attacks, sensors implemented in the testbed log all sequences of 

sy stem calls generated either by  intrusiv e actions or v ulnerable programs. T he second 

experiment focuses on sy stem normal behav ior where sensors collect sy stem calls inv oked by  

sy stem expected activ ities. Intrusiv e and normal sequences of sy stem calls are analy z ed by  

authors to identify  attacks manifestations. T hese specific sequences of sy stem calls or 

manifestations resume attacks performed actions to exploit inherited v ulnerabilities. K illourhy  

and co-works hav e organiz ed the set of identified attack manifestations into four ty pes: 

− F oreign sy mbol: a manifestation contains a sy stem call that nev er appears in normal 

sequences. 

− M inimal foreign sequence: a manifestation contains a specific sequence that nev er 

appears in normal records but all of its proper sub-sequences are included in normal 

sequences. 

− D ormant sequences: a manifestation contains a sequence which partially  matches 

normal sequences. 

− N on anomalous sequence:  sequence in attack manifestation that fully  matches normal 

sequences. 

D efense-centric taxonomy  of K illourhy  et al. was based on the four ty pes of manifestation 

sequences. It defines following mutually  exclusiv e attack classes: 

− C lass 1 (F S ): attack manifestation that contains one or more foreign sy mbols. 

− C lass 2 (M F S ): attack manifestation that contains no foreign sy mbol but supports one 

or more minimal foreign sequences. 

− C lass 3 (D S ): attack manifestation that supports neither foreign sy mbols nor sequences 

but contains a dormant sequence.   

− C lass 4  ( M N A ): attack manifestation entirely  similar to normal sequence and contains 

no foreign sy mbol or sequence and no dormant sequence. 
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K illourhy  et al. hav e shown that their taxonomy  meets requirements of acceptable taxonomy . 

M oreov er, they  state that defense-centric taxonomy  was successful in predicting whether 

detector is capable to detect a giv en attack or not, based on its classification results. T hey  

consider that defense-centric taxonomy  is an accurate predictor and more useful than attack-

centric taxonomy  for defenders [195]. H owev er, defense-centric taxonomy  is neither intuitiv e 

nor simple to use. It requires highly  skilled and experimented users to classify  attacks. In 

addition, it allows insufficient results when new unseen attacks are classified because 

implementation of new detectors to defend against them requires detailed information on 

intrusions sources, tools, results and exploited v ulnerabilities. T he most important 

shortcoming of this taxonomy  is the complete reliance on a single ty pe of log data, sy stem 

calls, that induces different problems in identification of manifestation using other ty pes of 

audit data. 

1.5  Attack  trends  

A ttacks are continually  ev olv ing as a result of rapid changes in the technology  env ironment. 

T hey  become real threats to priv ate corporations and gov ernmental serv ices. M oreov er, 

entities carry ing attacks hav e shown, last y ears, many  changes in their malicious activ ities due 

to multiple factors such as increased v ulnerabilities of new technologies, dependence of 

critical infrastructures to public network security  and wide av ailability  of automated and 

sophisticated attack tools. 

T he migration from priv ate to public network has reduced costs and improv ed the market 

place of modern businesses. H owev er, this shift from proprietary  to standardiz ed sy stems with 

common v ulnerabilities has dramatically  increased the number of attacks. M oreov er, new 

v ulnerabilities are increasingly  discov ered due to rapid changes in information technology  

resources (wireless network, web applications … ). A ccording to C E R T , new discov ered 

v ulnerabilities are doubling each y ear [ 6 9], [ 7 0 ]. In 20 0 5, S y mantec report states that 59%  of 

discov ered v ulnerabilities are associated with web applications and 7 3%  of the ov erall are 

easily  exploitable [37 9]. In addition, attackers hav e an enormous capacity  to exploit either 

newly  discov ered flaw in reduced time. T he time-to-exploit, the period between discov ering 

and exploiting the v ulnerability  by  an intruder, was estimated to six day s in S y mantec report. 

W hereas, sy stem dev elopers report v ulnerabilities and their patches after one y ear to internet 

security  coordination centers such C E R T  and C V E  ( C ommon V ulnerability  E xposure). 
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Increased reliance on the Internet has been propagated to public administrations.  M ultiple 

serv ices associated with transportation, financial transactions, healthcare and others are 

managed ov er public networks. S ecurity  of the critical infrastructures of these gov ernmental 

serv ices and the Internet sy stems are becoming interdependent. A ny  attack that targeted 

Internet sy stems can cause dramatic damage to society  critical serv ices. T he wide av ailability  

of automated and highly  sophisticated attack management tools prov ide hackers more 

opportunities to launch v arious prev alent attacks that flood networks and tie up mission-

critical resources. T he most known form of adv anced infrastructure attacks is distributed 

denial of serv ice (D D O S ). D D O S  uses an array  of connected sy stems, either priv ate corporate 

or gov ernmental sy stems, to cause enormous damage to single or multiple sites. R ecently , 

univ ersity ’s networks and A sy mmetric D igital S ubscriber L ine (A D S L ) address blocks are 

becoming the most attractiv e sites to launch these attacks because they  are simple to 

compromise and easy  to remotely  control them. 

A ttack tools are becoming more and more automated and sophisticated. A utomated probing 

tools are able to scan the Internet for v ulnerable sy stems in reduced time. M oreov er, they  can 

use the discov ered flaws to speed up their propagation and implement more harmful patterns. 

A ttack tools are also capable to self-initiate additional attacks with different behav iors each 

time. In addition, they  allow skilled or beginner hackers to easily  launch distributed attacks 

and readily  compromise v ulnerable sy stems on different platforms. A v ailable tools such as a 

hacker toolkit allow intruders to manage and coordinate a large number of attack tools 

implemented on multiple sy stems across the world. 

A ttack tool dev elopers use sophisticated techniques. T hese techniques focus on stealthy  

behav ior or anti-forensic feature that makes hacker’s intrusiv e activ ities difficult to discov er 

and track.  S tealthy  attacks leav e signs indistinguishable to sy stem normal activ ities in log 

data which induces multiple ambiguities in forensic analy sis and increases the complexity  of 

the security  expert mission. A ttack tools for mounting such confusing attacks are upgradeable. 

T hey  can self-initiate v ary ing patterns attacks. B ehav iors of performed attacks can change 

either randomly  or according to its decision process or intruder’s instructions [ 7 0 ]. 

A s depicted in figure 1.5, attack tools ev olution has influenced attacker skill. F irst attacks 

were manually  implemented. B ased on their expertise, attackers dev elop their own 

methodology  which allows them to compromise tens to hundreds of sy stems. T wenty  y ears 

after, widespread automated and sophisticated attack tools assist them to mount dev astating 

attacks on thousands of sites across multiple platforms.  
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Figure 1.5  : Attack s sophistication v ersus attack er’s technical k now ledge [11] 

T o thwart sophisticated attacks and reduce risks of organiz ations, multiple security  controls 

should be simultaneously  deploy ed. V arious security  countermeasures either to av oid or 

detect attacks on organiz ation resources are presented in the following sections. 

1.6  Attack  prev ention 

V arious security  techniques are integrated in the organiz ation’s security  package to prev ent 

multiple attacks on confidentiality , integrity  and av ailability  of assets. E ncry ption 

mechanisms preserv e confidentiality  of the exchanged data. A uthentication techniques 

establish identities of entities. T hey  ensure the div ulgation of exchanged encry pted messages 

and the usage of sy stem resources only  by  legitimate users. A uthentication allows basic 

requirements for others security  techniques such as access control. A ccess control 

mechanisms organiz e and control access and use of sy stem resources by  users with respect to 

priv ilege lev els and authoriz ations assigned to them. A n extended list of security  controls may  

be found in [14 8] and the annex A  of the IS O  27 0 0 1 [17 3]. S ome of these controls and their 

usefulness are discussed in the next sections 
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1.6 .1 Authentication 

A uthentication is a critical component in prev entiv e part of any  integrated security  solution. 

A uthentication technique is the first mean of the S ite S ecurity  O fficer ( S S O ) to discriminate 

between legitimate and malicious entities that try  to access to sy stem resources. It focuses on 

users, computers, processes and also messages. A uthentication techniques use something 

known, possessed or inherited by  entities to authenticate them. T he following sections present 

different authentication techniques which concentrate on sy stem users. 

1.6 .1.1 Passw ord authentication 

P assword authentication is the most common and widely  used technique. A uthentication 

sy stems based on password hav e multiple significant problems. W ell-known v ulnerabilities 

associated to password selection and usage are at the origin of many  shortcomings of these 

sy stems. S y stem users often select weak passwords that can be easily  div ulgated or stolen by  

an intruder. M oreov er, when users interact with authentication serv er any one has the ability  to 

snoop these passwords when key ing it in. T his is one form of social engineering attack tool. 

T wo other intrinsic problems are usually  associated with password-based authentication 

sy stems including password sharing and management. In password authentication sy stems, 

the same information is shared between users and the authentication serv er. A uthentication 

serv er administrator or S S O  can use these passwords because he has a full access to the 

password file. M oreov er, if passwords are sav ed or exchanged in plaintext any  third party  is 

able to intercept the conv ersation between clients and the authentication serv er by  a simple 

sniffer and div ulgate them. P assword management, selection, modification and protection are 

other serious security  problems of password-based authentication sy stems. 

M ultiple solutions hav e been proposed to improv e robustness of authentication sy stem based 

on simple and static password. T he majority  of actual sy stems nev er use manually  generated 

password but they  support a password generator. T he latter prov ides extended and difficult to 

div ulgate passwords. T hese passwords are randomly  generated and correctly  tested before 

assigning them to users. 

A nother solution has been proposed to rule out password reuse and replay  attacks. T his 

solution is based on dy namic password or one-time password (O T P ). O T P  technique ensures 

password change at each authentication. It is based on shared password list, between user and 

serv er, or sav ed last session password to compute the next one. C ry ptographic techniques are 
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also used to dev elop strong password authentication protocols. S y stems based on these 

protocols focus on secret information protection either in transit or when sav ed on the 

authentication serv ers [186 ]. 

1.6 .1.2 Tok en-based authentication 

T okens are phy sical dev ices used by  sy stem users as authentication support or authenticator. 

T hey  can be U S B  tokens, smart cards or password generating tokens. A uthentication tokens 

are usually  used by  two factors-based authentication sy stems. In two-factor authentication, a 

token has a unique identity  in addition to user P I D  (personal identifier) or a static password. 

T his information cannot be div ulgated because user has no permission neither to access nor to 

modify  them. M oreov er, if the user tries improperly  to modify  this information, the token 

becomes unusable for further authentication trial. 

T wo-factor authentication is performed in two steps. In the first step, user introduced P I D  is 

compared with information sav ed on the token. In the second step, token identifier is v erified 

using the one sav ed by  the authentication serv er. T hese two steps are interdependent; if the 

first fails the second is dropped.  

T he majority  of token-based authentication sy stems implement these authentication steps 

either in the giv en or the inv erse order. H owev er, they  can be distinguished by  inherited 

features of used dev ices. F or instance, U S B  token has the ability  to sav e digital certificates, 

whereas, password generating token allows random generation of password required in a 

second step. M oreov er, smart card can store and process data using its microprocessor. It can 

be programmed to perform different strong v erifications needed for high-lev el security  

sy stems. 

T oken based authentication defends against multiple attacks initially  possible with static 

password. H owev er, other weaknesses of static passwords persist also in token based method 

such as the usage of static P I D  and loss of token. F urthermore, this solution ensures token 

authentication rather than user possessing it. A ny  entity  that disposes of a stolen token and 

knows the associated P I D  can authenticate himself as the owner of the token [186 ], [334 ]. 

1.6 .1.3  Biometrics 

B iometrics focuses on phy sical or behav ioral characteristics of an indiv idual person that 

distinguishes him among others. T hese unique characteristics associated with each person are 
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adopted in biometric authentication sy stem to authenticate him. P hy sical and behav ioral 

features used in biometric authentication include fingerprints, retina pattern, hand geometry , 

handwritten signature and v oice pattern.  B iometric authentication sy stems dispose of 

databases of users’ reference profiles. A  reference profile collects biometric information of a 

user according to desired phy sical or behav ioral feature and serv es as his authenticator. W hen 

a user initiates a new session on the target sy stem, biometric feature scanner extracts user 

profile. E xtracted and reference profiles are compared and if they  completely  mach one 

another, the user is allowed to access to the target. 

B iometric authentication has circumv ented many  inherited weaknesses of prev ious 

authentication sy stems. A n important adv antage of biometrics is that phy sical and behav ioral 

features are neither transformed nor stolen. B iometrics ensure that user identity  is nev er 

forgotten. H owev er, efficiency  of biometric authentication depends solely  on selected feature. 

O ther technical difficulties such as imperfection of selected feature and profiles extraction or 

comparison affect the performance of biometric authentication sy stems. In addition, different 

feature patterns change, under natural or psy chological conditions like speech and face 

patterns, indirectly  affect the efficiency  of biometric sy stems [186 ]. 

1.6 .2 Access control 

M ulti-user env ironment requires the implementation of access control sy stems to organiz e 

access and defend against unauthoriz ed use of shared resources. M ultiple approaches can be 

adopted to control access to sy stem resources. T hey  are based on different access models and 

use sev eral policies. A t a lower lev el, access mechanisms such as access control lists, A C L , or 

capabilities lists are used to implement access control sy stems. 

1.6 .2.1 Access control models 

A ccess control models prov ide a basic framework for resource protection. T hey  allow basic 

components required to the formal definition of access control policies. 

1 .6 .2 .1 .1  A c c ess c ontr ol matr ix model 

A ccess matrix model was proposed by  L ampson. It was improv ed by  D enning et al. T his 

model allows generaliz ed descriptions of access control mechanisms associated with 

operating sy stems. D enning et al. improv ed model was based on three main components 

organiz ed as a matrix structure [14 3], [334 ]: 
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− P assiv e objects: a set of resources to be protected and their ty pes (file, host......). F or 

each object ty pe is associated a set of allowed operations  

− A ctiv e subject: a subject is an entity  wishing to access and perform an operation on 

an object. A ctiv e subjects, users or processes, are also considered as objects that 

require protection. 

− A ccess rules: the set of access rules defines allowed operations for each pair (subject, 

object). T hese rules state subjects’ access rights or allowed operations on each 

object. 

1 .6 .2 .1 .2  Lattic e sec ur ity model 

T he lattice security  model is an extension of the access matrix proposed in [14 3]. It is inspired 

by  the military  classification sy stem and its structured security  lev els. T he lattice based model 

focuses on the information flow between security  classes in the computer sy stem. 

S pecifically , it concentrates on confidentiality  classes. L attice based model defines three main 

concepts: 

− S et of security  classes: objects, users and processes are assigned to security  classes. 

− C lasses-combination operator: an associativ e and commutativ e binary  operator that 

determines the result class for any  binary  function on two operand classes. 

− F low relation: relation defined on two security  classes. It specifies permitted 

information flows between these classes. 

In lattice based model, D enning has added the following extensions to the matrix model: 

− E ach object is assigned a security  class (unclassified, confidential, secret and top 

secret). T he security  class of an object concerns its content. 

− E ach subject is assigned a clearance that specifies allowed security  classes to be 

accessed. 

− E ach pair (object, subject) is labeled with allowed classes for the subject and 

information content classification for the object. 

O ther extensions hav e been proposed for the lattice model such as the B L P  model ( B ell and 

L aP adulla model) that aims at the reinforcement of access control policies by  concentrating 

on mandatory  access rules. A dditional access control models hav e been dev eloped. T hey  

define new concepts or focus on different env ironments or security  serv ices. R ole-based and 

S P M  ( S chematic P rotection M odel) are two access control models proposed by  S handhu 
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[334 ]. T he role-based model focuses on other concepts rather than subject and object, such as 

task, action and responsibility . S P M  model was designed for organiz ing access in distributed 

sy stems. T he B iba access control model uses B L P  basic concepts, but it concentrates on data 

integrity  rather than information confidentiality  [14 3], [186 ]. 

1.6 .2.2 Access control policies 

A ccess control policies are based on model components to define different rules for 

controlling who can perform which operation on what object. A ccess control rules determine 

access decision when dealing with authority  delegation or access right rev ocation. A ccess 

control policy  allows different security  lev els. T he suitable access control policy  should 

satisfy  security  requirements of the target sy stem. W ithin the same sy stem, different security  

policies can be integrated. H owev er, they  ensure required security  lev el only  if all conflicts 

between them are resolv ed.  

T he most known and used access control policies are discretionary  and mandatory  policies. 

1 .6 .2 .2 .1  D isc r etionar y p olic y 

D iscretionary  access control policy  organiz es access to sy stem resources on the basis of users’ 

identities and their authoriz ations. A uthoriz ations are explicitly  attributed by  objects or 

resource owners to each user or group of users. F or each access request to a specific object, 

user authoriz ations are checked to grant or deny  his demand. 

D iscretionary  access control policy  is widely  used in industrial and commercial sy stems 

because it offers required flexibilities (policy  can be easily  modified by  object owner). 

H owev er, it supports multiple shortcomings. It doesn’t ensure any  consistency  with the local 

policy  because each owner has the flexibility  to define and modify  access control policy  on 

his resources. M oreov er, it imposes any  constraints on information flow within the sy stem. 

T herefore, authoriz ed users hav e the ability  to copy  information form one object to another 

and reuse the copy  without owner authoriz ation. 

1 .6 .2 .2 .2  M andator y p olic y 

A ccess to resources in mandatory  policy  is organiz ed based on subject and object 

classifications. E ach object in the sy stem is assigned to a security  lev el that reflects the 

sensitiv ity  of its content. T he clearance associated with each user reflects his trustworthiness 

to not div ulgate sensitiv e information to the low clearance subject. S ecurity  classes in 
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mandatory  policy  can be unclassified, confidential, secret or top-secret. In this hierarchy , each 

class dominates itself and all other classes below it.  

E ach subject is authoriz ed to access an object depending on access model (read, write), his 

clearance and the classification of the object. E ach access should satisfy  following mandatory  

rules: 

− R ead down: T he subject’s clearance should dominate the object’s security  lev el in 

reading 

− W rite up: the subject’s clearance should be dominated by  the object’s security  lev el 

in writing. 

T hese two rules allow mandatory  policy  to prev ent information flows from high lev el 

sensitiv ity  classes to low lev els. M oreov er, they  ensure information flows with higher lev els 

or within the same lev el of the hierarchy . 

D iscretionary  or mandatory  policies are recogniz ed as standards of the D oD ’s orange book. 

B oth hav e been integrated in role-based policy  to define access control rules that concentrate 

on roles rather than objects and subjects. 

A ccess control policies can be implemented using different mechanisms such as A C L  or 

capabilities lists. T hese access control mechanisms focus respectiv ely  on objects or subjects. 

T hey  allow respectiv ely  a list of authoriz ed operations for each subject or a list of capabilities 

on each object. O ther access control mechanisms not included in this work use different data 

structures to implement access control rules (authoriz ation relation, etc.) [14 3]. 

1.6 .3  Cryptography 

C ry ptography  is the only  known security  technique to defend against passiv e attacks such as 

message release and traffic analy sis. A ssociated with other security  protocols, cry ptography  

can be used as a countermeasure against activ e attacks. E ncry ption controls only  ensure 

confidentiality  of data and information flows. T hey  can support other security  serv ices such as 

integrity , authenticity  and non-repudiation. C ry ptography  is based on two primitiv e operations 

as illustrated in figure 1.6 : encry ption and decry ption [157 ]. 

− E ncry ption: is the operation that consists of performing mathematical transformation 

or different computations on readable message (M ) using secret or public 

information (e) to generate meaningless message or a cry ptogram(C ). 
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− D ecry ption: is the operation of recov ering the initial message using its cry ptogram. It 

consists of apply ing the inv erse transformation or computations on the first 

unintelligible message (C ) using the same secret or other priv ate information (d) to 

regenerate the initial intelligible message (M ).  

 

 

 

 

 

 

 

 

 

Figure 1.6 : Tw o party communication using encryption [15 7 ]  

E ncry ption sy stem based on these two operations can be div ided into secret key  or public key  

cry ptosy stems. S y mmetric encry ption algorithms allow communicating entities to share the 

same secret key  as depicted by  figure 1.7 . T he shared secret key  in sy mmetric cry ptosy stems 

is used both for encry ption and decry ption. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.7 : Tw o-party communication using symmetric encryption [15 7 ]   
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for exchanging secret key  between entities. In addition, secret key  should be kept secure to 

preserv e confidentiality  of prev iously  exchanged messages. 

P ublic key  encry ption av oids all prev ious problems as illustrated by  figure 1.8. It inv olv es a 

pair of key  (public and priv ate key s (e,d)) associated to each entity . T he public key  is 

published to ev ery one who wants to communicate with the entity . T he priv ate key  remains 

secret and not rev ealed to any  other entity . D ata are generally  encry pted under the control of 

the public key  and nev er decry pted only  using the corresponding priv ate key . In asy mmetric 

cry ptosy stem, it is computationally  unfeasible to deduce the priv ate key  from the associated 

public key . M oreov er, each entity  has a key  pair different and independent to other entities’ 

pairs. 

 

 

 

 

 

 

 

 

Figure 1.8 : Encryption using public-k ey cryptosystem [15 7 ]  

C ompared to sy mmetric encry ption, public key  cry ptosy stems are more secure and 

appropriate for safeguarding and exchanging confidential information. H owev er, they  are not 
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cry ptosy stems hav e induced other difficulties than those associated to sy mmetric 
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and 512 bits or more for R S A . D E S  key  length was extended to 128 bits or more in the A E S  

standard (A dv anced E ncry ption S tandard). E ncry ption algorithms of two classes, secret and 

public key  based, hav e been adopted in multiple authentication sy stems and e-commerce 

protocols such as S S L /T L S  [186 ]. 

1.7  Intrusion detection 

W ith the increased reliance and wide connection to public networks, classical security  

measures fail to satisfy  assurance requirements of modern business env ironments. T hey  try  to 

determine legitimate users abusing their priv ileges. A dditionally , they  focus on minority  of 

known breaches to the target sy stem. M ultiple other weaknesses in security  policy , software 

or hardware can be exploited by  inside or outside entities to increase their priv ileges or 

div ulgate sensitiv e information. P rev entiv e security  controls can’t thwart attacks mounted by  

these entities. Intrusion av oidance mechanisms are required to monitor and detect the increase 

of priv ileges and abnormal behav iors of sy stem users.  

A n intrusion detection sy stem (ids) tries to detect attackers’ breaches to the monitored 

sy stems and legitimate users misusing their priv ileges. It focuses on known and potential 

security  faults that can be exploited by  an intruder. Its main goal is to discov er any  v iolation 

of the security  policy  not prev ented by  classical security  measures. A n intrusion detection and 

response sy stem (idrs) has the ability  to passiv ely  or activ ely  respond to detected attacks. It 

also serv es as a quality  controller that highlights possible flaws in security  design or 

management of the target sy stem. M oreov er, they  report detected attacks and allow useful 

information about them. T his information is helpful for the S S O  in rev ising both 

organiz ation’s security  policy  and configuration [14 7 ], [17 6 ].  

T he N ational Institute of S tandard and T echnology  ( N I S T ) defines intrusion detection as “ the 

process of monitoring the ev ents occurring in a computer sy stem or network and analy z ing 

them for signs of intrusions”  which represent any  “ attempts to compromise the 

confidentiality , integrity , av ailability  or to by pass the security  mechanisms of a computer or 

network”  [17 6 ].  A n ids is defined as a sy stem that attempts to identify  “ indiv iduals who are 

using a computer sy stem without authoriz ation (i.e.: crackers) or those who hav e legitimate 

access to the sy stem but abusing their priv ileges (i.e.: insider threat)”  and “ any  attempts of 

these” . It is based on three main components (data gathering, data processing and response 

unit) to detect “ any  set of actions attempting to compromise confidentiality , integrity  or 

av ailability  of a resource”  [33]. T o achiev e these objectiv es, an ids is based upon a multi-step 
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process. F urthermore, it has to meet sev eral requirements. M any  of these requirements and ids 

generic process are discussed in the next two sections 

1.7 .1 Desired characteristics of intrusion detection systems 

A s stated by  M iller et al. and S pafford et al. [16 0 ], [36 6 ], an ids has to satisfy  different 

characteristics. T hese desired features of an ids are related to its detection principles, design, 

performance and env ironment. T he most common characteristics are the following: 

− C ontinuously  running with minimum human assistance: A dministrator or S S O  

should be able to monitor ids status. 

− F ault tolerance: an ids must recov er its prev ious state when accidental or intentional 

sy stem crash occurs. 

− R esistance to subv ersion: an ids has to rule out malicious activ ities against its 

components and periodically  v erify  their integrity . 

− M inimal ov erhead when running: an ids should not affect other normal applications 

performances. 

− C onfigurability : an ids must be highly  configurable to ensure simple and easy  

implementation of monitored sy stem security  policies. 

− A daptability  to changes as well as in sy stem or user behav ior: stored patterns also 

must be regularly  updated. 

− S calability : in an extended network, an ids must monitor all hosts’ activ ities and 

detecting different attacks against them. 

− G raceful degradation: ids components must be independent, autonomous and 

cooperativ e to eliminate complete sy stem breakdown when an intruder targeted one 

of them. 

− D y namic reconfiguration: when an administrator modifies his sy stem architecture, 

the ids must be adaptable and able to implement configuration changes.  

A dditional features such as v isualiz ation of sy stem activ ities, tracking and tracing of attacks 

can be appended to this list and others discussed in [ 7 2], [93], [192], [217 ], [315]. T hese 

requirements concern a single or multiple components that implement different steps of an ids 

process. T he latter and its main processing steps are discussed in the following section. 

1.7 .2 Intrusion detection and response process 
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A n idrs process consists of the following three main steps: 

– D ata collection and preprocessing: gathering log data from different sources (router, 

firewall, application...) and within multiple monitoring lev els in the sy stem 

(networks, host, application). T he collected data are preprocessed and formatted as 

required for analy sis components. T his step relies on different ty pes of sensors. 

– D ata analy sis: in this step, data forwarded by  sensors are processed by  analy sis 

engine or detector to capture intrusiv e ev ents based on sav ed patterns. T hese ev ents 

concern a signal or multiple actions of potential intrusions. 

– R esponse: when the detector raises an alarm, activ e response component reports 

complete information on the detected attack, deploy ed countermeasures and assists 

S S O  in choosing conv enient controls or implements appropriate ones. It may  be 

autonomous in that it is capable to select the most appropriate set of actions, to 

counter detected attack, and implement them. P assiv e response component instead, 

simply , alerts S S O  on the detected malicious actions. 

T he three step process of collect, analy z e and respond, of an idrs can be implemented by  

components of the architecture giv en in figure 1.9 [217 ]. In this generic architecture, ids 

detector interacts with three information sources. T he sensors prov ide detector with 

information on sy stem activ ities. C onfiguration information allows the detector to ev aluate 

the actual state of the sy stem. K nowledge base sav es possible patterns, of known intrusiv e or 

normal activ ities, needed for performing the detector process. T he response component 

receiv es information on sy stem configuration and detector outputs. T his information is 

required not only  to implement appropriate correctiv e actions, but also to generate a complete 

report on the detected attack [93], [217 ]. 

B ased on their data collection, analy sis and response components, intrusion detection sy stems 

hav e been classified into different categories. T he main ids taxonomies proposed by  D ebar et 

al. and A xelsson are presented in the next section. 
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Figure 1.9  : Generic architecture of an idrs [9 3 ]  

1.7 .3  Intrusion detection systems classification 

 T he most common and widely  used ids taxonomies were proposed by  D ebar et al. and 

A xelsson [30 ], [94 ]. T he first ids classification proposed by  D ebar et al. was based on ids 

characteristics. It focuses on detection methods, behav ior on detection, audit source locations 

and detection paradigm of an ids. It categoriz es research prototy pes and commercial intrusion 

detection sy stems into four classes. Identified classes are further refined using different 

additional criteria in the rev ised and enhanced taxonomy  [94 ]. C onsidered properties in the 

improv ed taxonomy  were extended by  detection paradigm of an ids to separate between state 

and transition based monitoring capabilities of these sy stems. M oreov er, D ebar et al. hav e 

refined data sources of ids to include applications log data and ids alerts (figure 1.10 ). M ain 

ids classes of both taxonomies will be presented below. 

D ebar et al. rev ised taxonomy  defines following classes of ids sy stems as presented in figure 

1.10  [94 ]:  

– D etection method: this property  is concerned with the central component of an ids, 

its analy sis engine. T he data analy z e engine of an ids can be either behav ior or 

signature based. 

- B ehav ior based:  B ehav ior or anomaly  based ids extracts normal or v alid behav ior 

of the sy stem using on non intrusiv e log data. It assumes any  dev iation, to the 

expected behav ior of the monitored sy stem, exceeding a prespecified threshold as 

an intrusion. 
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- K nowledge based:  K nowledge, misuse, signature or also policy  based ids disposes 

of a knowledge base of known attacks and v ulnerabilities of the monitored sy stem. 

T hese ids raise an alarm only  if logged activ ities match one of sav ed attack 

signatures or attempt to exploit known v ulnerabilities. 

– B ehav ior on detection: T his characteristic focuses on response component of an idrs. 

A ccording this property , an idrs allows a passiv e or activ e reaction : 

- P assiv e: P assiv e idrs only  alerts S S O  on that an attack has taken place. It 

implements no countermeasures to defend against detected malicious activ ities. 

- A ctiv e: A ctiv e idrs triggers correctiv e actions when an attack is detected (changes 

file permission, generate script for sy stem patching, restore sy stem, … ) 

– A udit source location: this property  concerns data collection components of ids. 

S ensors of an ids collect audit data of a single host, network, application or serv ice or 

other resources of the monitored sy stem. 

- H ost-based: H ost-based ids processes log data generated by  a single machine. 

H ost-based sensors collect sequences of sy stem calls, user commands or sy slog 

information, as discussed in chapter 6 . 

- N etwork-based: N etwork-based ids analy ses network traffic log data. N etwork-

based sensors extract log data from management information base (M I B  associated 

to the S imple N etwork M anagement P rotocol, S N M P ) or sniffed network traffic, 

using different sniffers. 

- A pplication-based: A pplication-based ids processes log data generated by  a single 

application. S ensors of these ids filter network traffic and extract log records of a 

specific serv ice (H T T P -sensor, F T P -sensor, … ). 

- Intrusion detection alerts: T his ty pe of ids focuses on correlation of different alerts 

generated by  other ids.  
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Figure 1.10 : Debar et al. rev ised ids tax onomy 

– D etection paradigm: T his characteristic focuses on detection mechanisms of an ids. 

A n ids ev aluates state or transition between sy stem states as secure or insecure. 

M oreov er, its ev aluation can be based on either sy stem observ ations or complete 

simulation of sy stem states and transitions. 

- S tate based ids concentrates on sy stem state either secure or insecure. It ev aluates 

sy stem states based on v ulnerability  knowledge base and reference configuration 
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of the sy stem. It identifies insecure states when the configuration is changed or one 

of the v ulnerabilities is matched. 

- T ransition based ids ev aluates the transitions between states either secure or 

insecure. It focuses on specific ev ents that trigger sy stem transition from secure 

and insecure states. 

S tate and transition analy sis for these ids can be performed in non-perturbing or 

proactiv e way . N on-perturbing analy sis of observ ations is similar to the 

v ulnerability  assessment process where each state or transition is checked against 

known v ulnerabilities. T he state or transition is insecure if single v ulnerability  is 

matched otherwise it is secure. P roactiv e analy sis instead activ ely  triggers ev ents 

to exploit v ulnerabilities. G enerated state or transition of simulated sy stem is 

compared to real one to check whether it is secure or not.  

– U sage frequency : T his property  focuses on the detector of an ids. It describes how an 

analy sis engine processes log data.  

- C ontinuous ids performs a real time analy sis of any  activ ity  in the sy stem 

immediately  after it takes place. 

- P eriodic ids performs a batch analy sis of log data. T he state of monitored sy stem is 

ev aluated using all logged data within a prespecified time window. 

A xelsson work was inspired by  D ebar et al. taxonomy . H owev er, A xelsson thought of the 

detection method property  as the most discriminating factor between ids. T his property  was 

distinguished to all other ids characteristics. It was taken as a root node in the tree structure of 

A xelsson’s taxonomy . B ased on the detection principle, A xelsson’s taxonomy  classifies ids as 

anomaly , signature or signature inspired sy stems. S ignature inspired sy stems rely  on 

compound detectors which use both attack signatures on normal behav ior patterns.  A ll three 

classes of ids are then div ided either into programmed or self learning subclasses.  

A xelsson has proposed a second taxonomy  that deals with other ids characteristics. Included 

characteristics are deduced from ids desired properties, presented abov e in section § 1.7 .1. 

A xelsson has used different terms than those integrated in D ebar et al. taxonomy . H e has 

treated an extended number of ids desired properties in this taxonomy . Ids characteristics of 

A xelsson’s taxonomy  are the following [30 ]: 

− T ime of detection: real-time and postponing detection. 
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− G ranularity  of data processing: continuously  of batch processing. 

− S ource of audit data:  network data or host based data. 

− R esponse to detected intrusion: passiv e or activ e. 

− L ocus of data processing: centraliz ed or distributed. 

− L ocus of data collection: centraliz ed or distributed. 

− S ecurity : the ability  to defend against attack on ids. 

− D egree of interoperability : the degree of operation with other ids. 

Intrusion detection sy stems classifications are required both to identify  capabilities of ids and 

reinforce organiz ation’s security . T hey  are required in choosing appropriate ids, according to 

the security  posture that assesses the current security  position of the monitored sy stem. 

M oreov er, they  are useful to prov ide insight into possible improv ements and extensions of 

av ailable detection sy stems. D ifferent research surv ey s hav e discussed additional 

requirements of intrusion detection sy stems including [ 7 2] and [217 ]. 

1.7 .4  Intrusion detection normaliz ing activ ities 

M otiv ated by  the idea of sy stems interoperability , D A R P A  and IE T F  ( Internet E ngineering 

T ask F orce) hav e assigned two workgroups to normaliz e respectiv ely  design and 

communication between idrs.  

1.7 .4 .1 Common Intrusion Detection Framew ork  w ork group 

T he workgroup of D A R P A  has dev eloped the C ommon Intrusion D etection F ramework 

(C I D F ). C I D F  was proposed to standardiz e ids architectures. M oreov er, it uses common 

protocols and application programming interfaces (A P I ) to interoperate different ids. 

A n ids architecture based on C I D F  consists of four main components: 

– E v ent generator boxes (E -boxes): collect and format ev ent from the target 

env ironment and send them to A -boxes. 

– A naly sis engines (A -boxes): analy z e the messages of E -boxes and forward their 

conclusion either to R -boxes or other A -boxes. 

– R esponse engines (R -boxes): consume A -boxes messages to carry  out required 

correctiv e actions. 
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– E v ent database (D -boxes): store messages exchanged between all C I F D  components 

for further use. 

A ll the four black boxes exchange data in a standard format called G I D O  ( G eneraliz ed 

Intrusion D etection O bject). G I D O  are represented using the standard common format defined 

for C I D F . E -boxes ev ents, A -boxes conclusions and R -boxes correctiv e actions are encoded 

and formatted into G I D O  before they  are forwarded to other components. 

 C I D F  components interact and cooperate for detecting and responding to attacks. E -boxes 

generate G I D O  using collected ev ents from the env ironment they  are specializ ed in. E -boxes 

formatted ev ents are forwarded to A -boxes components. A -boxes analy z e receiv ed objects 

and produce new ones that support its analy tical conclusions. R -boxes consume A -boxes 

G I D O  to carry  out different correctiv e actions. D -boxes sav e all components outputs for 

further use. 

G I D O  are defined using C I S L  A P I  ( C ommon Intrusion detection S pecification L anguage). 

C I S L  proposed by  C I D F  workgroup is flexible and extensible language. It is based upon 

expression ty pes capable to represent ev ent data, analy sis results and response directiv es from 

different ids. T hus, it allows required flexibilities to interoperate multiple idrs in different 

stages of the intrusion detection process [58]. 

1.7 .4 .2 Intrusion Detection w ork  group 

Intrusion D etection W ork G roup (I D W G ) was created within IE T F  to define a common data 

format and procedures for improv ing information sharing and cooperation between ids and 

other sy stems interacting with them. It has found that C I D F  specification is not suitable to be 

an internet standard for exchanging information between ids. In addition, proposed protocols 

and exchange format are not in concordance with X M L  standards. 

I D W G  has defined a specification language based on X M L  that describes Intrusion D etection 

M essage E xchange F ormat (I D M E F ). I D M E F  is a standard encoding format for information 

and alerts exchanges between ids components. F urthermore, it is useful for interoperating 

different commercial sy stems and ids research prototy pes and normaliz ing exchanged alerts 

between them (alerts correlation and aggregation). 

I D W G  has proposed also ID X P  protocol ( Intrusion D etection eX change P rotocol) to transport 

I D M E F  objects. I D X P  is an application lev el protocol to exchange intrusion detection 
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messages. It is based on other protocols that allow authenticity  and confidentiality  of 

exchanged messages [58], [94 ], [30 8]. 

1.8  Conclusion 

In this chapter, we hav e introduced multiple information security  concepts. B ased on theses 

concepts, we hav e presented different attack ty pes that aim at compromising the three main 

security  serv ices namely  confidentiality , integrity  and av ailability  discussed before. W e hav e 

analy z ed attack future trends based on different ev olution factors including attacker skill and 

tools sophistication. T o defend against these attacks, we hav e presented different prev ention 

and detection security  countermeasures. V arious cry ptosy stems, authentication techniques and 

access control models and policies hav e been discussed to av oid attacks against organiz ation 

resources. T he attack detection solution presented in this chapter focuses mainly  on idrs. W e 

hav e presented the generic architecture of an idrs and its components. B ased on these 

components, we hav e discussed many  idrs categories of D ebar et al. taxonomies. D ifferent 

normaliz ation efforts which concentrate on idrs components hav e been also presented in this 

chapter. T he next chapter will focus on analy sis and response mechanisms of an idrs. S ev eral 

detection models and response strategies used respectiv ely  by  analy sis and reaction 

components of an idrs will be studied and summariz ed in this part. 
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CHAPTER 2 

RELATED WORK: INTRUSION DETECTION ANALYSIS 

AND REACTION MECHANISMS 

 

2.1 Introduction 

A na ly sis mec ha nisms of ex isting  intrusion detec tion sy stems ha ve been ba sed on a  wide 

va riety  of  sta tistic a l, a r tif ic ia l intellig enc e, da ta  mining , sig na l proc essing  a nd other 

tec hniques [11], [ 7 9], [ 8 9]  [ 4 0 0 ] , [ 4 0 3 ] , [ 4 15]. H owever, ma c hine lea rning  a nd da ta  mining  

tec hniques a re the most ex tensively  a pplied in misuse a nd a noma ly  detec tion. T hey  ma y  be 

c a teg oriz ed into three ma in c la sses depending  on their lea rning  a pproa c hes. T ec hniques ba sed 

on supervised lea rning  a pproa c h require c omplete tr a ining  da ta sets in whic h da ta  insta nc es a re 

struc tured into g roups rely ing  on their output la bels or va lues. S emi-supervised a na ly sis 

tec hniques use pa rtia lly  la beled tr a ining  da ta sets where insta nc es of  the ta r g et output only  a re 

predefined. T he la st c a teg ory  c onc erns unsupervised tec hniques tha t require no prior 

knowledg e on output va lues. T hey  a re g iven with unla beled da ta sets f rom whic h 

representa tive models of disc overed useful pa tterns a re derived.  

R esponse mec ha nisms of ids a re broa dly  c a teg oriz ed into pa ssive or a c tive. P a ssive response 

mec ha nisms simply  a lert the S S O  on mounted a nd detec ted a tta c k a nd eventua lly  provide 

them with a  deta iled detec tion report. A c tive response mec ha nisms instea d ha ve defensive or 

preventive rea c tions a g a inst intrusive a c tivities. T hey  a re c a pa ble to selec t c orrec tive a c tions 

a nd implement or a ssist the S S O  in implementing  them. M ultiple c la sses of  a c tive rea c tions 

a re identif ied by  developed ta x onomies suc h a s in [ 6 7 ] , [ 3 6 8 ] . T hey  inc lude sta tic , dy na mic  

a nd c ost sensitive c la sses identif ied ba sed on the c riterion of response selec tion methods. 

P roa c tive a nd dela y ed a re a lso two c la sses of  a c tive response determined depending  upon the 

deploy ment time c riterion.  
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F or these two c omponents of  a n irds, multiple a na ly sis tec hniques a nd response stra teg ies 

ha ve been ex perimented. T ec hniques of  supervised a nd unsupervised lea rning  c a teg ories a re 

c ommonly  a dopted by  a na ly sis mec ha nisms of ex isting  ids. F urthermore, c ost sensitive 

response mec ha nisms either proa c tive or rea c tive ha ve g a ined g rea t a ttention, the la st dec a de. 

In this c ha pter, ma ny  of  ex isting  a na ly sis mec ha nisms a nd their a dopted tec hniques a re 

reviewed. M oreover, severa l desig ned response mec ha nisms a nd their response proc esses a nd 

c ost metric s a re presented in this c ha pter.  

2.2 Ma in te ch niq ue s  of  intrus ion de te ction a na ly s is  m e ch a nis m s  

M a c hine lea rning  tec hniques a re widely  a dopted in desig ned a na ly sis a nd detec tion 

mec ha nisms of  ids. O ther da ta  mining  tec hniques a lso a re ex tensively  a pplied in a na ly sis a nd 

detec tion steps of  the ids proc ess. T his sec tion presents a  struc tured review of  severa l previous 

ids ex periments, their a na ly sis proc esses a nd ex perimenta l results, rely ing  on their a dopted 

tec hniques. S ubsequent sec tions will respec tively  summa riz e c ommonly  a pplied supervised 

a nd unsupervised ma c hine lea rning  a nd da ta  mining  tec hniques in intrusion a na ly sis.  

2.2.1 Sup e rv is e d m a ch ine  le a rning  te ch niq ue s  

S upervised tec hniques foc us on hidden rela tionships between input a nd output va ria bles. T hey  

a im a t ex tra c ting  a nd desc ribing  them by  ma pping s between used va ria ble. L ea rned 

knowledg e of  these tec hniques will serve to build c onc ise models a nd predic t rig ht output 

va lues of  the input insta nc es. D epending  on involved tec hniques, derived predic tive models 

a re ex plic itly  or implic itly  ex pressed by  different forms inc luding  dec ision trees or neura l 

networks or proba bility  vec tors.  

S upervised ma c hine lea rning  a lg orithms form two ma in c a teg ories, of c la ssific a tion a nd 

reg ression, ba sed on their ta sks. C la ssif ic a tion methods foc us on c a teg oric a l output fea tures. 

T heir c onstruc ted lea rners, c a lled a lso c la ssif iers, serve to predic t output c la sses of g iven da ta  

insta nc es. C la ssific a tion tec hniques a re the most a pplied by  a na ly sis mec ha nisms of  ex isting  

intrusion detec tion sy stems. R eg ression methods instea d c onc ern c ontinuous outputs. T heir 

built reg ressors or reg ression models a re involved in predic ting  rea l va lued outputs of  the 

input da ta  observa tions.  

T his sec tion spec ific a lly  foc uses on supervised c la ssif ic a tion methods tha t ha ve g a ined 

inc rea sed a ttention in the intrusion detec tion field. F urthermore, severa l a na ly sis eng ines 

involving  these methods a re a lso survey ed in the c urrent sec tion. 
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2.2.1.1 De cis ion tre e s  

D ec ision trees a re one of  the most c ommonly  a dopted supervised lea rning  tec hniques in 

a pplied f ields a s well a s in resea rc h. A  dec ision tree is a  hiera r c hic a l model tha t inc ludes 

dec isions a nd their c onsequenc es. It c onsists of dec ision a nd lea f  nodes a nd bra nc hes or 

edg es. A  dec ision node c orresponds to a  test a ttribute. A n edg e spec ifies a  possible outc ome 

of  the c orresponding  test a ttribute. A  lea f  or termina l node represents a  c la ss la bel. In the tree 

struc ture, the root is the top dec ision node tha t ha s no inc oming  bra nc h. H owever, interna l 

dec ision nodes ha ve both inc oming  a nd outg oing  edg es.  

T he dec ision tree c onstruc tion proc ess c onsists of  two ma in pha ses. A ttribute selec tion is the 

f irst pha se of  the tree building  proc ess. It is required to reduc e the c omplex ity  of  the lea rning  

ta sk a nd optimiz e the dec ision proc ess. S uc h pha se is involved by  dif ferent other lea rning  

a lg orithms spec if ic a lly  when dea ling  with hig hly  dimensiona l fea ture spa c e. In dec ision trees, 

a ttribute selec tion pha se identif ies releva nt fea tures tha t will serve a s dec ision nodes.  It c a n 

be ba sed on va rious selec tion c riteria  inc luding  informa tion g a in a nd g a in ra tio [ 3 10 ], [ 3 11]. 

T he g a in ra tio c riterion wa s proposed by  Q uinla n using  the S ha nnon E ntropy .  G iven tha t a  

da ta  set D a nd a n a ttribute A, the a mount of  informa tion required to identif y  c la ss la bel of a n 

insta nc e in D c orresponds to the D entropy  whic h is estima ted a s follows:  

( )�
=

=

n

i

ii
plogp- Entropy(D)

1

2  (2.1) 

where pi c orresponds to the proba bility  tha t a  g iven insta nc e of  D belong s to the c la ss Ci;  

1..ni , DCp
D,ii

== ,   D a nd
D,i

C a re respec tively  c a rdina lities of  the set D a nd insta nc e 

subset of c la ss Ci in D. 

T he informa tion a mount reg a rding  da ta  pa rtitions of D, Dj, j= 1,… , m, defined ba sed on the 

va lues of A, aj, j= 1,..., m, is determined by :   
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T he informa tion g a in due to the use of  da ta  pa rtitions of  A is estima ted by  the differenc e 

between informa tion requirements before a nd a f ter involving  these pa rtitions. It is g iven by :  

( ) ( )DEntropy-DEnterpoyA)G ain(D,
A

=  (2.3 )  
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T he g a in ra tio of A c orresponds to its norma liz ed informa tion g a in using  split informa tion 

va lues. T he la tter represents potentia l informa tion g enera ted by  splitting  D with respec t to m 

outc omes of the test a ttribute A. S plit informa tion a nd g a in ra tio a re eva lua ted a s follows: 
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In the fea ture selec tion pha se of the dec ision tree c onstruc tion proc ess, the most releva nt 

a ttribute ha s the hig hest g a in ra tio. 

In the sec ond pha se of  tree building , the most releva nt fea ture is ta ken a s root node of  the tree 

struc ture. T he bra nc hes of  this node a re determined using  the tr a ining  set. E a c h bra nc h defines 

a  new sub-tree. T he root node of  the sub-tree c orresponds to the most a ppropria te a ttribute of 

those rema ining  with respec t to the a dopted fea ture selec tion c riterion. Its outc omes a re 

eva lua ted ba sed on a  g iven da ta  pa rtition. T his proc ess relies on the top-down a pproa c h in 

building  dec ision trees. It sta rts f rom the root node a nd then rec ursively  performs to c rea te 

desc endent nodes until sa tisf y ing  the stopping  c riteria  suc h a s tree siz e.  

C la ssif ic a tion of a  new ex a mple using  g enera ted dec ision tree is initia ted a t the root node. T he 

va lue of  the root fea ture in the g iven insta nc e is tested a nd the c onvenient edg e lea ding  to the 

a ppropria te sub-tree is selec ted. B y  moving  down to the nex t root node of  the new sub-tree, 

the sa me dec ision proc ess is rec ursively  ex ec uted until bra nc hing  on a  lea f  node. T he la tter is 

c onsidered a s the most a ppropria te c la ss a ssoc ia ted to the g iven ex a mple. 

V a rious a lg orithms ha ve been developed for dec ision tree induc tion. I D 3  a nd C 4 .5 a re a mong  

the most known top-down ba sed dec ision tree a lg orithms. T hey  were proposed by  Q uinla n 

[ 3 11]. T hey  use respec tively  informa tion g a in a nd g a in ra tio a s fea ture selec tion c riteria . I D 3  

is the predec essor  of  C 4 .5. B oth a lg orithms ha ve been widely  a pplied in the intrusion 

detec tion f ield for implementing  misuse a s well a s a noma ly  detec tion sy stems.  

In their sig na ture ba sed intrusion detec tion sy stem, Y e et a l. ha ve a dopted ma c hine lea rning  

tec hniques spec if ic a lly  dec ision trees. L a y ered c la ssif ier of  Y e et a l. c onsists of  two levels of 

induc ed dec ision trees. D ec ision trees of  both levels provide intrusion wa rning  va lues to 

determine whether a  proc essed sy stem c a ll sequenc e is norma l or intrusive. L ow level 

dec ision trees c orrespond to sing le event c la ssif iers. T hey  a re built using  only  sy stem c a ll log s 
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a nd a  sing le predic tor fea ture whic h is the event ty pe a ttribute. T he induc tion a lg orithm for 

low level c la ssif iers proc esses a  sing le event ea c h time to g row the tree struc ture. D ec ision 

nodes for building  low level dec ision tree c la ssif iers a re c hosen f rom 28 4  possible sy stem 

c a lls of  the S ola ris opera ting  sy stem. L ea f  nodes c orrespond to norma l a nd different a tta c k 

c la sses. T hey  determine intrusion wa rning  va lues of proc essed sy stem c a ll sequenc es. 

U pper level dec ision trees or sta te-I D  c la ssif iers a re g enera ted using  preproc essed sy stem c a ll 

tr a ining  set. F or these c la ssif iers, orig ina l da ta  sets a re tr a nsformed into sta te sets using  da ta  

preproc essing  tec hniques inc luding  moving  window tec hnique. T he la tter identif ies different 

sta tes of  a  sy stem c a ll da ta  set by  c onsidering  the timesta mp of  ea c h c a ll a nd a n observa tion 

window of f ix ed siz e. D etermined sta tes represent distinc t f ix ed siz e sequenc es of  sy stem 

c a lls. T hey  will serve a s test fea tures of  the upper level dec ision tree c la ssifiers. In the 

proposed two level c la ssif ier, Y e et a l. use sing le event c la ssif iers to determine sta tes for 

upper level dec ision trees. H owever, in this c a se identified sta tes ma y  c orrespond to 

sequenc es of sy stem c a lls of va ria ble leng ths. 

Y e et a l. ha ve tested different va ria nts of  sing le event, sta te-I D  a nd la y ered c la ssifiers using  

the D A R P A  98  a nd simula ted sy stem c a ll da ta  sets. In these va ria nts, test a ttributes outc omes 

a re either bina ry  or multi-va lued respec tively  when testing  on ex istenc e or oc c urrenc e c ount 

of  a  g iven sy stem c a ll or sta te within proc essed sequenc es. S epa ra tely  c onduc ted tests for 

sing le event a nd sta te-I D  c la ssif iers show tha t the tree struc ture of the la tter is more 

a ppropria te tha n the former. S ta te-I D  c la ssifier a llows a lso simple c la ssif ic a tion rules. 

M oreover, it outperforms sing le event dec ision trees in terms of  c la ssif ic a tion a nd fa lse a la rm 

ra tes. F or less tha n 20 % of f a lse a la rm ra te, it ensures nea r 90 % a s a  c la ssif ic a tion ra te whic h 

ex c eeds the double in the c a se of  low level c la ssif iers. H owever, its performa nc e is less g ood 

tha n tested va ria nts of la y ered c la ssifiers. T he c ount va ria nt of la y ered c la ssif ier ha s better 

performa nc e tha n the ex istenc e va ria nt, sing le event a nd sta te I D  c la ssif iers. It nea rly  a c hieves 

95% of the c la ssif ic a tion ra te for less tha n 5% of f a lse a la rms [ 4 19]. 

B en A mor et a l. ha ve c onduc ted different ex periments tha t a im a t c ompa ring  the 

a ppropria teness of  the dec ision tree a nd na ïve B a y esia n network tec hniques for intrusion 

detec tion field. T he ma in f inding s of  these ex periments sta te tha t on one ha nd dec ision tree 

c la ssif iers ha ve better performa nc es tha n na ïve B a y esia n networks in identif y ing  norma l a nd 

D O S  a tta c k insta nc es. O n the other ha nd, na ïve B a y esia n networks outperform dec ision trees 

in terms of  probe a tta c k detec tion ra te. H owever, both ty pes of  detec tion models f a il in 

identif y ing  U 2R  a nd R 2L  a tta c k insta nc es [ 4 1]. T a bia  ha s ex tended these ex periments to 
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improve dec ision tree a nd na ïve B a y esia n detec tion models a nd then their c a pa bilities to 

detec t unknown a tta c ks. H e ha s proposed two ty pes of  improvements to dec ision tree 

g enera tion a lg orithms. T he f irst enha nc ement foc uses on rela x ing  fea ture selec tion mea sure in 

order to c onstruc t dec ision trees with ex tended numbers of test nodes a nd lea ves. T he T a bia ’s 

ex tension uses sec ond ra nked fea ture a s a  root node of  built tree or sub-tree instea d of  the 

a ttribute a ssoc ia ted with hig hest g a in ra tio a s in C 4 .5 a lg orithm of Q uinla n. T he sec ond 

improvement c onc entr a tes on stopping  c riteria  a nd pruning  options. T he rela x a tions of 

stopping  c riteria  a nd pruning  options a im a t g enera ting  la r g e dec ision trees tha t fulf ill the 

ma in requirement of  sepa ra tion between norma l a nd a tta c k insta nc es. T a bia ’s ex tension with 

its two improvements g enera tes la r g e dec ision trees c a lled c ompa tible dec ision trees. T he 

la tter a re c a pa ble to reduc e c la ssific a tion error a nd inc rea se testing  proba bilities of  new 

unseen events previously  c onfused with norma l events.  

T a bia  ha s ex perimented c ompa tible dec ision trees a nd c ompa red them to those sta nda rd, 

g enera ted using  the orig ina l sta nda rd C 4 .5 a lg orithm. U sing  a  tr a ining  set ex tr a c ted form the 

simula ted web tra f fic , built dec ision trees by  sta nda rd a nd rela x ed versions of  C 4 .5 a lg orithm 

inc lude respec tively  14 4  a nd 510 5 test nodes. T esting  results c onfirm better a c c ura c y  of  

c ompa tible dec ision trees c ompa red to tha t sta nda rd. F urthermore, c ompa tible dec ision trees 

rema rka bly  outperform sta nda rd trees in terms of  new a tta c k detec tion ra te. T hey  a re c a pa ble 

to detec t 8 8 .51% of new a tta c k insta nc es instea d of 6 .9% for sta nda rd trees [ 3 8 1]. 

W u et a l. ha ve a lso a dopted dec ision tree tec hniques in desig ning  their detec tion a nd 

tra c eba c k mec ha nism of D D O S , distributed D O S . In this c la ss of  a tta c ks, intruders a re ba sed 

on two entity  ty pes na mely  ha ndlers a nd a g ents to mount their c oordina ted intrusive a c tions. 

T hey  ma na g e multiple intermedia ry  a g ents or ha ndlers tha t in turn c ontrol a n ex tended 

number of a g ents or z ombies. T he la tter serve a s supports of D D O S  a tta c king  tools. D D O S  

a tta c ks proc ess c onsists of two ma in sta g es. T he c ontrol sta g e foc uses on identif y ing  

vulnera ble hosts on the Internet a nd determining  ha ndler a nd a g ent hosts. T he a tta c k sta g e 

ex ploits c ommunic a tion links initia liz ed in the la tter sta g e a nd implements the c oordina ted 

a tta c k using  z ombies’ tools indirec tly  la unc hed by  a tta c kers throug h their ha ndlers. 

D etec tion a nd tra c eba c k mec ha nism of W u et a l. performs in two steps. O n one ha nd, the 

detec tion module identifies ma lic ious tr a f f ic  g enera ted by  D D O S  a tta c king  entities. O n the 

other ha nd, the tr a c eba c k module rec onstruc ts a tta c king  pa th ba sed on the spoofed IP  a ddress 

a nd c losest router to the vic tim.  T he D D O S  detec tion module uses dec ision tree c la ssif iers 

built using  fea tures a nd tr a f f ic  sig na ture da ta  sets, the preproc essed da ta  pa c kets within a  
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sing le minute time interva l. P ossible lea ves of  dec ision tree c la ssif iers inc lude norma l a nd 

four ty pes of  D D O S  a tta c ks na mely , T C P , S Y N , U D P  a nd IC M P  f looding . W hen a na ly z ing  

preproc essed tra f fic , D D O S  detec tion module a lerts on ea c h intrusive insta nc e the tr a c eba c k 

module. T he la tter trig g ers da ta  c ollec tion of  different routers linked to the vic tim a nd then 

tra c es ba c k the pa th of mounted D D O S  a tta c k. 

C a r r ied ex periments on detec tion a nd tra c eba c k mec ha nism of W u et a l. show promising  

results of detec tion a s well a s tr a c eba c k module. U sing  simula ted network tr a f f ic , the 

detec tion module a c hieves hig h performa nc e with fa lse positive a nd neg a tive ra tes ra ng ing  

respec tively  between 1.2% to 2.4 % a nd 2% to 10 %. F urthermore, the tr a c eba c k module 

misidentifies a tta c k a nd norma l edg es of  rec onstruc ted pa ths respec tively  by  a bout 8 % to12% 

a nd 12% to 14 % [ 4 11].  

S evera l other intrusion detec tion ex periments ha ve involved dec ision tree tec hniques in their 

a na ly sis eng ines. S inc la ir  et a l. ha ve implemented a n intrusion detec tion sy stem, N E D A A  

(N etwork E x ploita tion D etec tion A na ly st A ssista nt), whic h uses dif ferent rule lea rners. 

D ec ision tree tec hniques were one of  the involved lea rners. S uc h lea rners g enera te multiple 

dec ision trees using  snif fed network tra f f ic  for norma l a nd a noma lous c onnec tions. B uilt 

dec ision trees a re then tra nsformed into c la ssif ic a tion rules to be inc luded in N E D A A ’s ex pert 

sy stem. T he la tter uses lea rned rules either for c onnec tion f iltering  or a noma lous event 

detec tion [ 3 52]. L ee et a l. a lso ha ve a dopted dec ision tree tec hniques to built one a tta c k c la ss 

detec tors. C onstruc ted detec tors depend on dif ferent c la sses of  the D A R P A  ta x onomy . 

S a ng ka tsa nee et a l. a s well ha ve ba sed the c la ssific a tion pa rt their rea l time detec tion sy stem 

on dec ision tree tec hniques. C onduc ted tests on one c la ss detec tors a nd rea l time detec tion 

sy stem respec tively  in [218 ]  a nd [ 3 3 5] using  K D D  99 da ta set ha ve shown a ppropria teness of 

detec tion trees to intrusion detec tion. A dditiona lly , the ha ve illustr a ted hig h detec tion ra te a nd 

low resourc e c onsumption of  the dec ision tree detec tion model. B ouz ida  et a l. ha ve c ompa red 

dec ision tree to neura l network detec tors. T hey  ha ve c onfirmed tha t ea c h detec tor 

c omplements the other a nd thus their  integ ra tion within the sa me a na ly sis eng ine is possible 

in order to improve the overa ll performa nc e of  a n ids. M a kkitha y a  et a l. ha ve ex perimented C -

fuz z y  dec ision tree tec hnique for intrusion detec tion.  C -fuz z y  dec ision tree detec tors c onsist 

of  a  dec ision tree struc ture in whic h different nodes a re identified using  fuz z y  C -mea n 

c lustering  a lg orithm. A dditiona l deta ils on these dec ision tree detec tors a re disc ussed in [53 ], 

[17 7 ] . B esides, different ex periments ha ve tested a nd c ompa red dec ision trees a nd B a y esia n 
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c la ssif iers in intrusion detec tion, suc h a s [ 4 0 ] , [ 4 1], [27 2]. T he nex t sec tion reviews two ma in 

B a y esia n c la ssif iers a nd presents ma ny  a na ly sis c omponents ba sed on these. 

2.2.1.2 B a y e s ia n cla s s ifica tion  

B a y esia n c la ssific a tion methods a re ba sed on the B a y es theorem to predic t c la ss membership 

proba bilities of  a  g iven da ta  ex a mple. L et X a  p-dimensiona l da ta  ex a mple a nd Hj a  hy pothesis 

sta ting  tha t X belong s to a n output c la ss Cj, j= 1,… ,N,  the membership proba bility  of X is 

estima ted by  the c onditiona l proba bility ( )XHP
j

. T he la tter is the posterior proba bility  tha t 

a ssesses the proba bility  tha t the hy pothesis H holds g iven the observed da ta  ex a mple X. I t is 

estima ted using  the B a y es theorem a s follows:  

( )
( ) ( )

( )XP

HPHXP
XHP

jj

j
=  (2.6 )  

where P(Hj)  a nd P(X)  a re prior proba bilities respec tively  of  the output c la ss Cj a nd the 

observed da ta  ex a mple X. P(X/Hj) is the posterior proba bility  of the observa tion X c onditioned 

on the hy pothesis Hj. T hese proba bilities a re estima ted rely ing  on f requenc ies of  observed 

va lues in the tr a ining  set.  

N a ïve c la ssif ier a nd B elief  networks a re two B a y esia n c la ssif ic a tion tec hniques widely  

a pplied in intrusion detec tion. C la ssif ic a tion proc esses a nd severa l intrusion a na ly sis 

mec ha nisms ba sed on these tec hniques a re presented in the nex t sec tions. 

2.1.2.2.1 Naïve Bayes classifier 

N a ïve B a y es c la ssifier is ba sed on the c la ss c onditiona l independenc e a ssumption. T he la tter 

sta tes tha t fea ture va lues a re c onditiona lly  independent g iven the ta r g et output c la ss. T his 

a ssumption simplif ies posterior proba bility  c omputa tion a s follows: 

( )
( )( ) ( )

( )

( ) ( )
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∏

=

=

=

=
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i
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i

jij
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jjp
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CxPCP

x,...,xP

CPCx,...,xP
XCP

1

1
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1

  (2.7 )  

W here X= < x1 ,… , xp>  a  p-va lued vec tor of  fea tures respec tively  f1,… , fp a nd 

{ }
Nj

CCCC ,...,1=∈  the set of possible output c la sses. 
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F or ea c h proc essed da ta  ex a mple X, na ïve B a y es c la ssif ier estima tes posterior proba bilities a s 

g iven by  (2.7 ) . T hen, it a ssig ns X to the most likely  output c la ss, CX, a ssoc ia ted with the 

ma x imum posterior proba bility  a s follows: 

( ) ( )

( )∏

∏

=

=

∈

=
p

i

i

p

i

jij

CC

X

xP

CxPCP

maxargC

j

1

1      (2.8 )  

or a lso, ( ) ( )∏
=

∈

=

p

i

jij

CC

X
CxPCPmaxargC

j 1

, bec a use P(X)  is c onsta nt for a ll output c la sses. 

P rior proba bilities of  c la sses, P(Cj) , a nd posterior proba bilities of  fea ture va lues c onditioned 

on c la sses, P(xi/Cj), involved in this dec ision rule a re estima ted using  the tra ining  insta nc es. 

N a ïve B a y es c la ssif ier ha s been a dopted by  severa l intrusion detec tion ex periments in 

implementing  c orresponding  log  a na ly sis mec ha nisms. P a nda  et a l. [28 9]  ha ve desig ned a  

network a noma ly  detec tion using  the na ïve B a y es c la ssif ier. T he proposed B a y esia n a noma ly  

detec tor ha s been tra ined a nd tested using  preproc essed network tra f f ic  da ta sets provided by  

the D A R P A  benc hma rk. T esting  results show tha t na ïve B a y esia n c la ssif ier ensures hig her 

detec tion ra tes of c onsidered a tta c k c la sses tha n the ex perimented ba c k propa g a tion neura l 

network. M oreover, it is less c ostly  tha n this in terms of  c omputa tion time both in the tr a ining  

a nd testing  pha ses. H owever, the neura l network detec tor ha s lower f a lse positive ra tes, 

c ompa ra tively  to B a y esia n detec tor, ex c ept for probe a tta c ks. 

F a rid et a l. a lso ha ve desig ned two lea rning  a lg orithms for mining  network tra f fic  a nd 

detec ting  tr a c ed a tta c ks. T hese a lg orithms a re inspired by  the na ïve B a y es c la ssifier proc ess. 

F urthermore, they  use a dditiona l ma c hine lea rning  tec hniques na mely  dec ision tree a nd 

c lustering  to build improved detec tion models tha t a ppropria tely  represent a nd detec t norma l 

a nd intrusive pa tterns [113 ] , [114 ]. 

T he f irst a lg orithm proposed by  F a rid et a l [113 ]  ex tends the lea rning  proc ess of  the na ïve 

B a y es c la ssif ier by  a  da ta  splitting  pha se a s performed in dec ision tree lea rning . T he sec ond 

lea rning  a lg orithm instea d inc ludes a  dista nc e ba sed c lustering  step [114 ]. S evera l 

ex periments ha ve been performed to eva lua te the two lea rning  a lg orithms using  preproc essed 

D A R P A  da ta  sets. D if ferent subsets of  fea tures ha ve been involved in these ex periments. 

U sing  a  set of  19 fea tures, testing  results of these two lea rning  a lg orithms illustra te their hig h 

a c c ura c ies tha t ex c eed 99%. M oreover, they  show tha t both a lg orithms outperform na ïve 
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B a y es c la ssifier in terms of  detec tion ra tes. H owever, spec if ic a lly  the a lg orithm inc luding  a  

splitting  step a c hieves lower f a lse positive ra te tha n the na ïve B a y es.   

M uda  et a l. [26 4 ]  ha ve a lso a dopted the k-mea ns c lustering  a nd na ïve B a y es c la ssif ier in their 

two sta g e intrusion detec tion proc ess, K M N B . T he f irst sta g e of  the proc ess foc uses on 

c lustering  tr a ining  da ta  to determine g roups of  simila r  insta nc es. H owever, the number of 

disc overed c lusters in this sta g e is limited to three representing  respec tively  norma l, D O S  a nd 

other a tta c ks insta nc es. F or ea c h of  these c lusters, the sec ond sta g e of  K M N B  estima tes prior 

a nd posterior proba bilities rely ing  on the lea rning  proc ess of  the na ïve B a y es c la ssif ier. It 

a ims a t a nd deriving  more spec if ic  g roups reg a rding  inc luded output c la sses in a  c luster.  

M ultiple ex periments ha ve been c a r ried out to test a nd c ompa re na ïve B a y es c la ssif ier a nd 

K M N B  proc ess. T hey  ha ve been ba sed upon tra ining  a nd testing  da ta  sets ex tr a c ted f rom the 

preproc essed D A R P A  tr a f f ic  log  da ta . E x perimenta l results show tha t K M N B  ensures 99.8 9% 

a nd 0 .4 1% respec tively  a s detec tion a nd fa lse a la rm ra tes. K -mea ns c luster ing  in K M N B  

inc rea ses its detec tion ra te by  nea rly  2% c ompa red to the na ïve B a y es c la ssif ier. M oreover, it 

reduc es the fa lse a la rm r a te of  K M N B  nea rly  by  7 % c ompa ra tively  to this. R ea c hed results 

va lida te those of  F a rid et a l. ex periments in tha t the na ïve B a y es c la ssifier is more ef fec tive 

when tra ined using  a  da ta  pa rtition tha n the whole tr a ining  set. 

M ore rec ent ex periments ha ve been c onduc ted by  S ha rma  et a l. to eva lua te a nd c ompa re their 

na ïve B a y es ba sed multila y er detec tion a pproa c h to dec ision tree ba sed ids. In this a pproa c h 

S ha rma  et a l. ha ve proposed three la y ers of  na ïve B a y es c la ssifiers. In ea c h la y er, the 

c orresponding  c la ssif ier uses a  reduc ed fea ture set to rec og niz e fix ed a tta c k ty pes. E very  log  

da ta  insta nc e is sequentia lly  proc essed by  c la ssif iers of  the three la y ers to identif y  its true ty pe 

inc luding  D O S , probe, R 2L  or U 2R  a tta c k. R esults of  c a r ried ex periments on la y ered 

a pproa c h a nd dec ision trees ba sed ids show slig ht domina nc e of the la tter in terms of 

detec tion ra tes of  D O S , probe a nd R 2L  a tta c ks on the former. H owever, the former 

outperforms dec ision trees ba sed ids both in terms of detec tion ra te of U 2R  a tta c ks a nd time 

ta ken to build detec tion models [ 3 4 6 ] . 

2.1.2.2.2 Belief n etw o rk s 

B a y esia n belief  networks enc ode c a usa l rela tionships between va ria bles a nd represent their 

joint proba bility  distribution [17 8 ] , [293 ]. T hey  a ssume tha t c la ss c onditiona l independenc e 

hy pothesis a pplies to subsets of  va ria bles but not to a ll of them, a s supposed by  the na ïve 

B a y es c la ssifier. A  belief  network c onsists of two c omponents na mely  g r a phic a l a nd 
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numeric a l. T he g r a phic a l c omponent is a  direc ted a c y c lic  g r a ph. E a c h of  its vertic es 

c orresponds to a  disc rete or c ontinuous ra ndom va ria ble. T he la tter ma y  be observed or  

hidden. O bserved va ria bles like protoc ol ty pe or servic e a ttributes of  network tra f f ic  log s a re 

eva lua ted for ea c h proc essed da ta  ex a mple. H idden va ria bles ma y  c orrespond to fea tures to be 

predic ted suc h a s the deg ree of  intrusiveness or the output c la ss of  the g iven log  da ta  ex a mple.  

E a c h edg e in the g r a ph enc odes a  proba bilistic  dependenc e between a  node a nd its 

desc enda nt. A  node is c onditiona lly  independent of  a ll of  its non-desc enda nts, g iven its 

pa rents. T he numeric a l c omponent c onc erns c onditiona l proba bility  ta bles, ea c h of  whic h 

determines the c onditiona l proba bility  distribution of a  va ria ble g iven its pa rents. 

T he belief  network lea rning  proc ess is ty pic a lly  performed in two steps. In the c a se where the 

network struc ture is unknown, the first step identif ies rela tionships between va ria bles a nd 

builds the g r a phic a l struc ture. T he la st step estima tes c onditiona l proba bility  ta bles of 

involved va ria bles. G enera ted belief  network will serve then to c la ssif y  g iven da ta  ex a mples 

rely ing  on B a y es c onditiona l proba bility  rule g iven by  (2.6 ) . 

B en A mor et a l. ha ve ex perimented a  simple ty pe of belief  networks c a lled na ïve B a y esia n 

network in detec ting  network a tta c ks. T he na ïve B a y esia n network c onsists of  two la y ers of 

nodes. It inc ludes a  sing le pa rent node in one la y er a nd a ll its desc enda nts in the other la y er. 

T he pa rent node represents the only  hidden va ria ble to be predic ted a nd thus it usua lly  

c orresponds to the output c la ss of  the proc essed da ta  insta nc e. Its c hild nodes in the other 

la y er represent a ll observed va ria bles of  the network a nd c orrespond to c onsidered fea tures of 

g iven da ta  ex a mples. C omplete independenc e between c hild nodes in the c ontex t of  their 

pa rent is a lso a ssumed for the na ïve B a y esia n network.   

A  series of  ex periments ha ve been c onduc ted on the na ïve B a y esia n network using  the 

D A R P A  preproc essed da ta sets. T hey  a im a t va lida ting  severa l hy potheses tha t ma inly  c onc ern 

densities estima tion, disc retiz a tion of  c ontinuous fea ture a nd c onsidered a tta c ks g r a nula rities. 

T he ma in f inding s of  these ex periments sta te tha t norma lity  hy pothesis does not a pply  to a ll 

c ontinuous log  fea tures thus more g enera liz ed density  estima tion method inc rea ses a c c ura c y  

of  belief  network ba sed detec tor by  more tha n 12%. M oreover, disc retiz a tion of  a  subset of 

c ontinuous fea tures a ssoc ia ted with f inite va lues ha s slig htly  improved the a c c ura c y  of  the 

detec tor. T hese two results a re va lida ted by  ex periments involving  hig h g r a nula rity , 3 8  a tta c k 

ty pes or 5 a tta c k c la sses of  D A R P A  ta x onomy , but not those using  low g r a nula rity  of  a tta c ks, 

spec if ic a lly , two c la sses ba sed ex periments. H owever, f ive c la sses ba sed belief  network 

detec tor a dopting  g enera liz ed density  estima tion a nd disc retiz a tion methods for c ontinuous 
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a ttributes ensures the hig hest a c c ura c y  tha t ex c eeds 92%. D eta iled results a nd c omplete 

f inding s of c a r ried ex periments a re g iven in [ 4 1]. 

A dditiona l ex periments ha ve been performed by  B en A mor et a l. in [ 4 0 ] , [ 4 1]  to c ompa re 

detec tion models ba sed respec tively  on na ïve B a y esia n networks a nd dec ision trees. 

E x perimenta l results for dif ferent a tta c ks g r a nula r ities show tha t both ty pes of  detec tion 

models ha ve hig h a c c ura c ies tha t ex c eed 91%. F or a ll these ex periments, dec ision tree slig htly  

outperforms na ïve B a y esia n network ba sed model even a fter disc retiz a tion of  c ontinuous 

a ttributes of  the selec ted subset. W hen c ompa red to the winner of  K D D 99, these detec tion 

models seem c omplementa ry  r a ther tha n c ompetitive. O n one ha nd, the dec ision tree model is 

better tha n the K D D 99 winner in detec ting  D O S  a nd U 2R  a tta c ks. O n the other ha nd, na ïve 

B a y esia n network outperforms the K D D 99 winner in identif y ing  R 2L  a nd probe a tta c ks.  

A dditiona lly , in his thesis, T a bia  ha s tested severa l va ria nts of  belief  networks. T he ma in 

f inding  of the c a r ried ex periments sta tes tha t these c la ssif iers f a il to detec t novel a tta c k 

insta nc es spec if ic a lly  those of  U 2R  a nd R 2L  c la sses.  T he rea son behind this c ommon f a ilure 

is two-folded a s disc ussed by  T a bia . O n one ha nd, c la ssif iers c a pa bilities to ha ndle new 

unseen beha viors a nd a da pt to the pa rtic ula rities of  intrusion detec tion a re insuff ic ient. T his is 

usua lly  due to low proba bilities a ssig ned to unseen events of  new a tta c k insta nc es a nd their 

c onfusion with those norma l. O n the other ha nd, tra ining  a nd testing  da ta  sets induc e 

c onfusion to these c la ssifiers. A s a n ex a mple, in the preproc essed D A R P A  da ta  sets, R 2L  a nd 

U 2R  a re represented by  low proportions in the tr a ining  set a nd only  new unseen ex a mples of 

these two a tta c k c la sses a re inc luded in the testing  set. M oreover, these da ta sets inc lude some 

inc oherenc ies in tha t the sa me da ta  insta nc e is duplic a ted with dif ferent la bels suc h a s for 

norma l a nd R 2L  c la sses.  

T o improve belief  network detec tion c a pa bilities of  new a tta c ks, T a bia  ha s proposed dif ferent 

enha nc ing  rules for the B a y esia n c la ssif ic a tion proc ess a s deta iled in [ 3 8 1]. Improved 

B a y esia n network c la ssifiers ha ve been tested using  the D A R P A  a nd rea l internet tr a f f ic  da ta  

sets. R esults of  c onduc ted ex periments using  D A R P A  da ta  sets show tha t detec tion ra tes of 

unseen a tta c ks ha ve inc rea sed by  more tha n 50 % for novel D O S  a nd R 2L  a tta c ks a nd 25% for 

new U 2R  a tta c ks. T his ha s rema rka ble improved new a tta c k detec tion ra te of  enha nc ed 

B a y esia n networks c ompa red to the sta nda rd ones to rea c h 6 3 .14 % instea d of  5.12%. T hese 

improvements a re a lso va lida ted by  ex periments performed on web tra f fic . T hese ex periments 

report more tha n 90 % of inc rea sing  in the detec tion ra te of new a tta c ks a fter a pply ing  

enha nc ing  rules of belief networks.  
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E nha nc ing  rules ha ve been a lso a dopted in the tree a ug mented B a y esia n network, T A N , of 

T a bia  [ 3 8 1]. T A N  is a  va ria nt of  the na ïve B a y esia n network. It ex plic itly  represents 

dependenc ies between c hild nodes or fea tures suc h tha t they  form a  tree struc ture. F or this 

c la ss of  belief  networks, B enfa rha t et a l. ha ve proposed a nother improvement mec ha nism 

ba sed upon ex pert knowledg e. T he la tter ma y  c onc ern dif ferent a spec ts linked to the a tta c ks, 

detec tion models a nd da ta  sets. In [ 4 3 ] , a uthors pa rtic ula rly  foc us on a tta c ks or norma l 

insta nc es proportions in testing  da ta  sets. T his knowledg e is enc oded into rules a nd then 

a pplied to the c la ssif ic a tion results of T A N  c la ssifier. 

D if ferent ex periments of  ex tended T A N  c la ssifier ha ve been c onduc ted on preproc essed 

D A R P A  da ta  sets. T he ex tended version of  T A N  c la ssif ier ensures better performa nc e tha n 

the sta nda rd one, a s reported by  results of  these ex periments. Its a c c ura c y  is inc rea sed by  

more tha n 3 % c ompa red to the sta nda rd T A N  c la ssif ier tha t c orrec tly  c la ssif ies nea rly  93 % of 

norma l a nd a noma lous da ta  ex a mples of  the testing  set. M oreover, this ex tension of  T A N  

outperforms the T a bia  enha nc ed version even if the reduc ed D A R P A  ta x onomy  is c onsidered.  

M ultiple other intrusion detec tion works ha ve been foc used on belief  networks. K rueg el et a l. 

ha ve a dopted B a y esia n networks to a g g reg a te outputs of  different detec tion models [20 2]. 

T uba  et a l ha ve proposed a  detec tion model ba sed on la r g e proba bilistic  networks. T hey  ha ve 

disc ussed a  desig n methodolog y  for these networks. T his idiom ba sed methodolog y  thoug ht 

of  network struc ture a s a  set of  linked f ra g ments ea c h of  whic h c a n be built using  predefined 

templa tes or idioms. T hus, it speeds up a nd simplif ies the c onstruc tion of  la r g e belief 

networks. F eng  et a l., a s well, ha ve a dopted dy na mic  B a y esia n networks, D B N , in predic ting  

g oa ls of  sy stem c a ll sequenc es. S ta te va ria bles inc luded in these networks c onc ern sy stem 

c a lls a nd their g oa ls either norma l or a noma lous. M a rkovia n property  is a ssumed between 

sy stem c a lls suc h tha t c urrent sy stem c a ll depends on the previous one a nd the c urrent g oa l of 

the sequenc e. M oreover, the g oa l of  the c urrent sy stem c a ll sequenc e is supposed dependent 

to the initia l g oa l. P roba bility  ta bles for va ria bles of  both c la sses na mely  sy stem c a lls a nd 

g oa ls a re estima ted using  the tr a ining  set. D B N  ha ve been a lso a pplied in detec ting  priva c y  

a tta c ks ta r g eting  sensitive da ta . D isc ussed B a y esia n network ba sed detec tion models a nd 

others a re deta iled in [21], [119], [ 3 92]. 

In a  rec ent work [27 2], N a tesa n et a l. ha ve ex perimented ensemble ba sed a pproa c h using  

dec ision trees a nd B a y esia n c la ssific a tion tec hniques in intrusion detec tion. T hey  ha ve shown 

tha t dec ision tree outperforms B a y esia n ba sed ensemble, in terms of  detec tion ra te, for D O S  

a nd P robe a tta c k c la sses a nd inversely  for U 2R  a nd R 2L  c la sses. T his c omplies with the ma in 
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f inding  in [ 4 0 ]  a bout the c omplementa rity  of  dec ision trees a nd B a y esia n c la ssif ic a tion 

tec hniques in intrusion detec tion.  

M ultiple other tec hniques inc luding  M a rkov models a nd neura l networks ha ve been used to 

deploy  severa l a na ly sis a nd detec tion mec ha nisms. F ollowing  two sec tions respec tively  foc us 

on these tec hniques a nd their built mec ha nisms. 

2.2.1.4  Hidde n Ma rk ov  m ode l 

M a rkov proc ess is a  ma thema tic a l model tha t desc ribes the sy stem dy na mic  beha vior over 

time. It is a  simple model tha t ex hibits dependenc ies in sy stem beha vior in terms of 

proba bilities. It is a  stoc ha stic  or  a  r a ndom proc ess for whic h M a rkov property  holds. T he 

la tter sta tes tha t the future beha vior of  the sy stem is c onditiona lly  independent to the pa st 

g iven its present beha vior. T hus, M a rkov proc ess is memory less a nd it does not sa ve a ny  

previous a c tivities or sta tes bec a use nex t sta te of the sy stem is influenc ed only  by  the a c tua l 

one. M oreover, the nex t sta te is independent to the ma nner of how c urrent sta te wa s rea c hed.  

M a rkov model c a n be disc rete or c ontinuous time ba sed. D isc rete M a rkov model dea ls with 

the sy stem sta te c ha ng es a t disc rete time points. H owever, c ontinuous M a rkov models foc us 

on sy stems for whic h sta te c ha ng es oc c ur a ny where in the time. T he M a rkov model c a n ha ve 

either a  f inite or infinite sta te spa c e. M odels with f inite sta te spa c e a re c a lled M a rkov c ha ins. 

M ultiple intrusion detec tion works ha ve been foc used on this detec tion model [ 3 6 4 ] , [ 4 15]. 

T he stric t a ssumption of M a rkov tha t the nex t sta te depends only  on the a c tua l sta te is not 

suf fic ient for modeling  different rea l world proc esses. It a llows a  simple model tha t foc uses 

on sy stem observa ble sta tes or outputs. T o dea l with suc h c omplex  proc esses, a n improved 

model is required. M oreover, this ex tension of observa ble M a rkov model should c onc entra te 

on other inherited a spec ts in the ta r g et sy stem [126 ], [16 6 ] .  

A  two hiera r c hy  level model na mely  H idden M a rkov model (H M M )  wa s proposed to dea l 

with c omplex  stoc ha stic  proc esses. H M M  disting uishes between sta tes a nd their outc omes. In 

f a c t, when observa tions a re g iven to the model, only  outputs a re observa ble a nd sta tes behind 

these rema in hidden. T herefore, it is c a lled hidden M a rkov model. T he theoretic a l founda tion 

of H M M  wa s developed by  B a um a nd c ollea g ues [ 3 6 ] .  

H M M  is a  g enera tive model. It c onsists of  hidden M a rkov c ha ins of  sta tes a nd sequenc es of 

observa tions g enera ted by  ea c h one. H M M  is ba sed on a  hiera r c hic a l struc ture c omposed of 

two levels of  sta tes. T he upper level is a  M a rkov proc ess with hidden sta tes. T he lower level 
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c onsists of outputs or observa ble sy stem sig na ls. T he f irst level proc ess fulf ills M a rkov’s 

a ssumption. H owever, the sec ond one supposes tha t the a c tua l output sig na l depends upon the 

c urrent hidden sta te [192], [194 ].  

C la ssif ic a tion proc ess ba sed on H M M  models involves two ma in steps. T he tr a ining  step 

foc uses on g enera ting  H M M  models. In this step, hidden sta tes a re determined a nd tra nsition 

proba bilities between these a re estima ted using  the tr a ining  set. P rior proba bilities of  the 

identif ied sta tes a re a lso c omputed a t this step. T hey  determine sta rting  proba bilities of  the 

H M M  a t different sta tes. F urthermore, emission proba bilities of observed sy mbols a re 

estima ted a t the tr a ining  step. E a c h of  these c orresponds to the proba bility  of g enera ting  a  

g iven output sy mbol when H M M  is in a  g iven sta te. T he c la ssific a tion step using  the H M M  

involves the lea rned proba bilities. F or ea c h proc essed da ta  sequenc e, posterior proba bilities of 

a n observed sequenc e c onditioned on the c omputed H M M  models a re estima ted. T hey  

c orrespond to observa tion proba bilities of the proc essed sequenc e under g iven H M M  models. 

B a sed on the B a y es’ rule, this sequenc e is a ssig ned to the output c la ss of  H M M  a ssoc ia ted 

with the ma x imum of observa tion proba bility .   

H M M  ha ve been used in modeling  tempora l a nd spa tia l dependenc ies in sequentia l da ta . 

V a r ious a pplic a tions in informa tion sec urity , B ioinforma tic s a nd speec h proc essing  ha ve 

employ ed different ty pes of  H M M .  In these doma ins, erg odic  a nd lef t- to-rig ht H M M  ty pes 

a re c ommonly  a pplied. In fully  c onnec ted or erg odic  H M M , ea c h sta te should be rea c hed 

f rom a ny  other sta te in a  f inite number of  steps. L ef t- rig ht or B a kis H M M  ha s different 

c onstra ints a bout sta tes a nd tra nsition between them. It imposes tr a nsition to the sa me sta te or 

others with inc rea sed index es when time inc rea ses, but not to low index  sta tes. A dditiona l 

c onstra ints c a n be a ssoc ia ted to lef t-to-rig ht H M M  suc h a s the jumping  step to a void la r g e 

c ha ng es in sta te index es a nd reduc e possible tr a nsitions of ea c h sta te [ 7 3 ] , [194 ] , [ 3 12]. 

In intrusion detec tion field, initia l ex perimenta tions of  H M M  ha ve been c onduc ted by  F or rest 

a nd his tea m, a fter their semina l pa per, on self  a nd non self  sy stem c a lls, tha t ha s introduc ed a  

new ty pe of  log  da ta  a nd pa rtic ipa ted in founding  the immunolog ic a l a pproa c h for informa tion 

sec urity  [124 ]. H M M  a nd other tec hniques ha ve been a lso tested by  W a r render et a l. in 

disc rimina ting  between norma l a nd intrusive sequenc es of  sy stem c a lls. F ully  c onnec ted 

H M M  ty pe ha s been a dopted in [ 4 0 5]  for modeling  norma l beha viors of  selec ted prog ra ms. 

G enera ted prog ra m profiles using  H M M  use f ix ed numbers of  sta tes. F ur thermore, they  a re 

c a pa ble to proc ess sy stem c a ll sequenc es of va ria ble leng ths.   
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W a r render et a l. ha ve tr a ined H M M  using  norma l sy stem c a ll tr a c es of selec ted prog ra ms. 

E a c h of  these models uses a  number of  hidden sta tes equiva lent to the numbers of  unique 

sy stem c a lls invoc a ted by  the c orresponding  prog ra m. T he tr a nsition proba bilities a re 

eva lua ted for ea c h of  the identif ied sta tes. M oreover, c onditiona l proba bilities of  observing  a n 

output sy mbol g iven a  sta te a re a lso estima ted using  tr a ining  sets. G enera ted H M M  a re 

independent to prog ra m tra c e leng th in tr a ining  a nd testing  sets. E a c h of  the H M M  proc esses 

a  sing le tr a c e sy stem c a ll a  time. In the testing  pha se, it is c onsidered a s a  nondeterministic  

f inite a utoma ton. F or a ny  proc essed sy stem c a ll of  the tra c e, it ex plores the possible pa ths 

inc luding  required sta te tr a nsitions a nd output sy mbols to g enera te this c a ll. A  misma tc hing  

sy stem c a ll is identif ied when it is g enera ted using  tr a nsition proba bilities less tha n the 

prespec if ied thresholds for norma l beha vior. It is usua lly  inserted by  a n intruder in norma l 

tr a c es to implement his a tta c king  objec tive. T hus, a ny  proc essed tra c e supporting  a  

misma tc hing  sy stem c a ll is c onsidered a s a noma lous by  the built H M M . 

T esting  ex periments performed for norma l beha vior  H M M  a nd other models use sets of 

unseen norma l a nd intrusive tra c es. N orma lity  thresholds in these ex periments ra ng e between 

0  a nd .0 0 1 for g enera ted H M M . F or selec ted prog ra ms, H M M  ha ve better per forma nc e in 

terms of  true a nd f a lse positive tha n other f requenc y  a nd rule ba sed detec tion models. T heir 

a vera g e true positive ra te rea c hes 99% for less the 0 .0 5% a s a n a vera g e f a lse positive. 

F urthermore, they  a re c a pa ble to a c hieve better results when ex tended numbers of  sta tes a re 

inc luded in building  H M M , a s sta ted in [ 4 0 5]. H owever, tr a ining  suc h H M M  is ver y  

ex pensive in terms of c omputa tion c ost c ompa red to f requenc y  a nd rule ba sed models.    

L ef t-to-rig ht H M M  with sing le or two jumping  steps a nd fully  c onnec ted H M M  ha ve been 

a lso ex perimented by  Y eung  et a l. H M M  wa s a pplied in modeling  prog ra ms a nd users’ 

profiles using  respec tively  sy stem c a lls a nd shell c omma nds in these ex periments. T he 

dy na mic  profiles built for prog ra ms a nd users ha ve the a bility  to c a pture tempora l 

dependenc ies respec tively  in invoc a ted sy stem c a lls a nd shell c omma nds. C a ptured 

dependenc ies in these profiles ensue the disc rimina tion between intrusive a nd norma l sy stem 

c a ll or c omma nd sequenc es. 

S y stem c a lls a nd shell c omma nd da ta  sets involved in Y eung  et a l’  ex perimenta tions were 

divided into three subsets. T r a ining  a nd threshold determina tion da ta  sets c onc ern spec ific a lly  

norma l beha viors of prog ra ms a nd sy stem users. T esting  da ta  sets instea d inc lude norma l a nd 

intrusive sy stem c a lls or shell c omma nds. T r a ining  sets a re preproc essed before building  

H M M  models tha t c onc ern a  sing le sta te of  norma l beha vior. F or ea c h prog ra m, sy stem c a ll 
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tr a c es of  its invoc a ted proc esses a re determined. T y ped c omma nd within ea c h user session a re 

a lso struc tured into tokens a nd inc luded in the session tra c e. T hen, different sequenc es of  ea c h 

tr a c e in sy stem c a ll a nd shell c omma nd tra ining  sets a re ex tr a c ted using  a  f ix ed width moving  

window with a  step siz e of  1. R esulting  tr a ining  da ta  sequenc es will serve in building  

respec tively  prog ra ms a nd users norma l profiles ba sed on erg odic  a nd lef t-to-rig ht H M M  

ty pes.G enera ted tempora l profiles of  prog ra ms a nd users’ norma l beha viors a re then involved 

in c la ssif y ing  new tra c es. A  g iven tra c e is c onsidered a s intrusive if  it inc ludes a n a noma lous 

sequenc e. A  sequenc e is a bnorma l when its observa tion proba bility  under g iven H M M  is 

a bove the c omputed norma lity  threshold. T he la tter is eva lua ted for ea c h threshold 

determina tion da ta  set. It is estima ted by  the mea n or minimum va lue of  sequenc es 

observa tion proba bilities. 

C onduc ted tests on g enera ted H M M  models use testing  sets inc luding  both norma l a nd 

intrusive tra c es. V a rious ex periments of  norma l beha vior H M M  of  selec ted U nix  prog ra ms 

ha ve tested dif ferent leng ths of  sy stem c a ll sequenc es. T he results of  these ex periments show 

tha t erg odic  H M M  outperforms lef t-to-rig ht model in terms of  true positive when using  

sequenc es of  reduc ed leng th. L ef t- to-rig ht H M M  require sequenc es of inc rea sed leng th to 

a c hieve hig h true positive ra te.  In the ex periments foc using  on shell c omma nds, both ty pes of 

H M M  models do not a ppropria tely  disc rimina te between norma l a nd intrusive tra c es 

spec if ic a lly  for reduc ed leng th sequenc es. S uc h f a ilure, a s sta ted by  Y eung  et a l., depends 

upon wea k tempora l rela tions between user c omma nds. T hus the sta tic  tec hnique suc h a s 

event f requenc y  a llows better detec tion ra te tha n H M M  models in these ex periments. W hen 

using  inc rea sed leng th sequenc es, performa nc es of  both ty pes of  H M M  models a re improved. 

E r g odic  H M M  a llows a  slig htly  better detec tion ra te tha n left-to-rig ht H M M , but the la tter is 

less ex pensive in terms of c omputa tion time [ 4 21].  

S ta nda rd H M M  ha s been a lso ex perimented in network intrusion detec tion. A riu et a l ha ve 

proposed a  multiple c la ssif ier sy stem ba sed on H M M  c a lled H M M P a y l in order to detec t web 

a tta c ks spec ific a lly  those ma nifesting  throug h H T T P  servic e. H M M P a y l proc esses log g ed 

H T T P  pa y loa d, whic h summa riz es invoc a ted H T T P  requests, in three steps. F ea ture selec tion 

step foc uses on preproc essing  H T T P  pa y loa d a nd forma tting  them into f ix ed leng th 

sequenc es. A  moving  window with a  fix ed width wa s a dopted in [24 ]  to ex tra c t pa y loa d 

sequenc es. P reproc essed norma l H T T P  pa y loa ds only  a re involved in tr a ining  H M M  for the 

multiple c la ssif ier sy stem. B uilt H M M  inc lude the sa me number of  hidden sta tes tha t 

c orresponds to the leng th of  proc essed sequenc es. O bserved sy mbols for these H M M  a re 
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identif ied f rom produc ed sequenc es. M oreover, tra nsition a nd emission proba bility  ma tric es 

a re r a ndomly  initia liz ed when tra ining  different H M M  of  the multiple c la ssif ier sy stem. T he 

la tter inc ludes f ive H M M  a c c ording  to A riu et a l. setting s. A ll the H M M  a re provided with the 

sa me input sequenc es. H owever, they  use different tr a nsition a nd emission ma tric es. 

T he pa ttern a na ly sis step nex t a ims a t eva lua ting  emission proba bilities of  ea c h proc essed 

pa y loa d tr a c e using  H M M . In this step, ea c h H M M  proc esses ex tr a c ted sequenc es of  a  g iven 

tra c e. T he emission proba bility  of  the tra c e for tha t H M M  is estima ted by  the mea n va lue of 

output proba bilities of  its different sequenc es. M ultiple c la ssif ier sy stem of A riu et a l. 

determines f ive emission proba bilities reg a rding  its H M M  for ea c h proc essed pa y loa d tr a c e. 

In the c la ssif ic a tion step, emission proba bilities of a  sing le tr a c e a re fused using  the minimum 

or ma x imum method. T hen, the resulting  proba bility  dec ides whether the proc essed pa y loa d is 

norma l or intrusive depending  on the predefined norma lity  threshold. T rue a nd f a lse positive 

ra tes a re involved in the threshold determina tion [24 ]. 

T esting  ex periments a iming  a t eva lua ting  H M M  ba sed multiple c la ssifier sy stem of A riu et a l. 

use simula ted a nd rea l tr a f f ic  for norma l a nd a noma lous H T T P  requests. T heir norma lity  

thresholds a re f ix ed suc h tha t the f a lse positive ra te is initia liz ed to either 0 .1% or 1%. 

E x perimenta l results for D A R P A  da ta  set show tha t H M M  ba sed multi-c la ssif ier sy stem is 

c a pa ble to detec t more tha n 98 % of intrusive H T T P  requests. F or  the sa me f a lse positive ra te, 

H M M  ensure a lso hig h true positive ra te for rea l tr a f f ic  da ta  sets tha t ex c eeds 8 6 %. H owever, 

for a  f a lse a la rm ra te of  0 .1%, the multiple H M M  sy stem a c hieves detec tion ra tes ex c eeding  

94 % a nd 7 7 % respec tively  for simula ted a nd rea l test sets [25].  

S evera l other intrusion detec tion ex periments ha ve been foc used on testing  detec tion 

c a pa bilities of  H M M . H ua ng  ha s proposed in his thesis the profile H M M , P H M M , for 

modeling  users norma l beha viors. P H M M  c ombines H M M  a nd sequenc e a lig nment 

tec hniques to c onstruc t a  norma l user profile ba sed on sequenc es of ty ped c omma nds. H u et 

a l. ha ve proposed a n improved tra ining  sc heme for sta nda rd H M M . T his sc heme is ba sed on 

pa rtitioning  long  sequenc es of  sy stem c a lls in order to speed up the tr a ining  pha se of  H M M . 

S ulta na  et a l. instea d ha ve ba sed their intrusion detec tion ex periments on la r g e f requent 

sequenc es. S imila rly  to H ua ng , they  ha ve illustra ted rema rka ble enha nc ement of  this on 

building  time of  their improved H M M , I - H M M , ba sed ids. T he la tter ensures a lso nea r sa me 

detec tion performa nc e to ids ba sed on the sta nda rd H M M . A ll these ex periments a nd the 

desig ned H M M  ba sed detec tion mec ha nisms a re deta iled in [16 3 ] , [16 6 ] , [16 8 ] , [ 3 7 7 ] . 
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2.2.1.5  Artif icia l ne ura l ne tw ork s  

Inspired by  the huma n bra in, sc ientists suc h a s M inisky  a nd P a pert, R umelha rt a nd 

M c C lella nd, H opfield a nd others ha ve c ontributed to the theoretic a l founda tion of  A rtif ic ia l 

neura l networks, A N N  [ 4 7 ] , [26 1]. A N N  is a  powerful tec hnique for modeling  c omplex  

rela tionships between input a nd output da ta . It c onsists of  a  network of  c omputa tiona l units 

tha t implement a  ma pping  func tion to a pprox ima te the desired output rely ing  on a  tr a ining  

da ta  set. T he network units or neurons a re hig hly  interc onnec ted. E a c h unit rec eives inputs to 

c ompute its a c tiva tion a nd feeds a  sing le output to other neurons tha t perform the sa me ta sk. 

T he c onnec tions between a ll proc essing  units a re weig hted. T hese weig hts a re upda ted f rom 

itera tion to a nother to a da pt the network to desired outputs [27 8 ] , [298 ], [ 3 4 2]. 

In neura l network, proc essing  units a re or g a niz ed into la y ers. T he input la y er is the f irst la y er 

of  the network struc ture. N eurons in this la y er don’t perform a ny  ta sk ra ther tha n feeding  

input da ta  to neurons of  a nother la y er. G enera lly , the number of  neurons in this la y er depends 

on the dimensiona lity  of the proc essed da ta  set. T he A N N  struc ture disposes of  a  sing le input 

la y er whic h is c onnec ted to the f irst hidden la y er of  neurons a nd ma y  be to others, in spec if ic  

a r c hitec tures suc h a s R ec urrent N eura l N etwork, R N N . A  neura l network ma y  support sing le 

or more hidden la y ers. N eurons of  these la y ers proc ess input da ta  a nd then forwa rd their 

a c tiva tions to proc essing  units of  the nex t hidden or the output la y er. T he la st is the fina l 

neuron la y er in the network struc ture. It returns the dec ision of  the network to the g iven 

problem. Its neurons ma y  be c onnec ted to input neurons or those of  the la st hidden la y er. 

T heir number is f ix ed depending  upon the trea ted problem. A  sing le or multiple neurons form 

the output la y er when dea ling  respec tively  with func tion predic tion or c la ssif ic a tion problems. 

A N N  a re ex tensively  ex perimented in multiple rea l problems inc luding  informa tion sec urity . 

T hey  ha ve been involved in building  useful a nd hig hly  a da ptive models of  user or sy stem 

beha vior rely ing  on inc omplete or even noisy  da ta . T hus, they  a re widely  a pplied in intrusion 

detec tion sy stems where ex perimented a tta c kers c a n sometimes a lter log  f iles to hide their 

tr a c es, [298 ], [ 3 3 3 ] , [ 3 4 4 ] . N eura l networks ha ve a dditiona l qua lities tha t of fer the potentia l to 

resolve different problems enc ountered by  other a pproa c hes in the intrusion detec tion f ield 

[5], [ 6 3 ] , [298 ]. T hey  ha ve the a bility  to g enera liz e f rom inc omplete da ta . M oreover, their 

input da ta  a re f ree f rom a ny  sta tistic a l a ssumption. F urthermore, they  ha ve other a dva nta g es 

suc h a s improved a na ly sis c a pa bilities a nd the possibility  to upda te c onstruc ted models, when 

retra ined. In spite of  these qua lities, A N N  a re a ppea ling  bla c k box es by  their results. T hey  

a llow no ex pla na tion on how results a re rea c hed. M oreover, they  ha ve a nother dra wba c k 
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na mely  pa ra meters setting  tha t inc rea ses their a pplic a tion c ost in intrusion detec tion a nd other 

f ields. S ome c ritic a l pa ra meters for the neura l network model should be empiric a lly  estima ted 

a nd optimiz ed. T his requires a dditiona l c osts in terms of  c omputa tion a s well a s da ta  

a va ila bility  [5], [13 3 ] , [20 3 ] , [298 ], [ 3 4 2]. 

N eura l networks a re c a teg oriz ed into feed-forwa rd a nd rec urrent networks depending  on 

c onnec tions a nd units a rr a ng ement within the network. M L P  (M ulti L a y er P erc eptron) a nd 

E lma n a re a mong  the most known respec tively  feed-forwa rd a nd rec urrent networks. F eed-

forwa rd neura l networks a llow sing le direc tion sig na l or a c tiva tion f low. In R N N , one or 

ma ny  neurons in a  hidden la y er wa it for inputs f rom other neurons in the sa me or other la y ers. 

T he interna l c onnec tion feedba c k in the R N N  implements the ef fec t of  previous dec isions on 

the c urrent outputs of  neurons [15]. In this sec tion, severa l ids supporting  supervised A N N  

ba sed a na ly sis eng ines a re summa riz ed. S ubsequent sec tions in the c urrent c ha pter will foc us 

on unsupervised networks.  

M ultiple neura l network topolog ies ha ve been a lso ex perimented either in modeling  a tta c ks 

sig na tures or norma l beha vior pa tterns or both. In their neura l network intrusion detec tor, 

N N I D , R y a n et a l. ha ve a pplied a  two la y er M L P  network to identif y  leg itima te users ba sed 

on the distribution of  their ex ec uted c omma nds. N N I D  uses user vec tors tha t c orrespond to 

c ollec ted sta tistic s a bout user c omma nds over a  period of  time. T hen, it tries to rec og niz e the 

distribution of  c omma nds a s norma l or intrusive. It doesn’t ta ke into a c c ount neither 

c omma nd orders nor c omma nd a rg uments. O nly  the set of c omma nds a nd their f requenc ies 

a re c onsidered in c omputing  user vec tors. T he two la y er ba c k propa g a tion M L P  ex perimented 

by  R y a n et a l. inc ludes 10 0  input units. Its sing le hidden la y er supports 3 0  neurons. H owever, 

the number of units in the output la y er depends on the number of users in the tr a ining  set.  

T esting  results of  the N N I D  on reported sessions of  10  users show its hig h a c c ura c y . N N I D  

a c hieves 96 % a nd 7 % respec tively  a s detec tion a nd fa lse a la rm ra tes. F urthermore, by  

foc using  on c omma nd distribution, N N I D  a llows more f lex ibility  to intrusion detec tion 

sy stem a nd preserves user priva c y . H owever, it ma y  g enera te inc rea sed f a lse a la rms, 

spec if ic a lly , when dea ling  with a n ex tended number of  users. In this c a se, the disc rimina tion 

between user sessions bec omes diff ic ult a nd requires numerous releva nt fea tures [ 3 29]. 

G hosh et a l. a s well ha ve a dopted sta nda rd feed-forwa rd networks in their misuse a nd 

a noma ly  intrusion detec tion sy stem. T he hy brid ids desig ned by  G hosh et a l. relies on M L P  

networks in modeling  proc esses beha viors both in norma l a nd under a tta c k situa tions. In 
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a ddition to the detec tion of known a tta c ks, it a ims a t c la ssify ing  online da ta  a nd ta king  

a dva nta g es of the g enera liz a tion c a pa bilities of A N N  to rec og niz e future unseen a tta c ks. 

B uilt neura l nets for ea c h proc ess use its preproc essed sequenc es of  sy stem c a lls. G hosh et a l. 

ha ve a dopted dista nc es instea d of  simple enumera tion of  ex tr a c ted sequenc es a s inputs to 

different neura l nets [13 3 ] . F or ea c h proc ess, its norma l or intrusive tra c es a re forma tted into 

sequenc es of  six  c onsec utive sy stem c a lls. A f terwa rds, the dista nc e between ea c h ex tra c ted 

a nd one of  the referenc e sequenc es is eva lua ted using  the devised dista nc e metric . T he la tter 

c onc erns c ommon sy stem c a lls a nd their positions within the two sequenc es. C omputed 

dista nc es will serve a s input to different neura l nets tha t inc lude input units simila r  in number 

to a va ila ble referenc e sequenc es. O utput la y ers in these networks support a  sing le neuron. 

M oreover, a  sing le hidden la y er is inc luded in ea c h A N N . T he number of hidden units in this 

la y er is va ria ble a nd determined for ea c h A N N  depending  upon its testing  performa nc e. 

C onduc ted tests on hy brid ids use different norma l a nd intrusive da ta  sets ex tr a c ted f rom the 

D A R P A  98  testbed. T he misuse detec tion sy stem is c a pa ble to a c hieve a  detec tion ra te 

ex c eeding  90 % but with hig h f a lse positive ra te of  18 .7 %. T he a noma ly  detec tion sy stem 

instea d ensures more tha n 8 0 % a s a  detec tion ra te for less tha n 8 % of f a lse positive. T he ma in 

f inding s of  these ex periments c onfirm hig h sensibility  of  the misuse detec tion sy stem to slig ht 

c ha ng es in a tta c k sig na tures. A dditiona lly , the a noma ly  detec tion sy stem c a n g enera liz e f rom 

lea rned pa tterns a nd henc e it is c a pa ble to rec og niz e new unseen a tta c ks. H owever, its 

g enera ted fa lse a la rm ra te rema ins una c c epta ble spec if ic a lly  for c ommerc ia l sy stems [13 3 ] . 

G hosh et a l. ha ve a lso tested different ma c hine lea rning  tec hniques inc luding  feed-forwa rd 

ba c kpropa g a tion a nd E lma n rec urrent networks [13 4 ] . In performed tests, M L P  a nd E lma n 

ba sed prog ra m norma l profiles a re g enera ted using  da ta  sets ex tr a c ted f rom the D A R P A  

eva lua tion prog ra m. T he results of  these tests show hig her performa nc e of  the E lma n nets 

c ompa ra tively  to the M L P . M L P  ba sed a noma ly  detec tion rec og niz es 7 7 .3 % of  intrusions 

with 2.2% of f a lse positive ra te. E lma n networks rea c h the sa me a c c ura c y  level with no fa lse 

a la rm. F urthermore, they  a re c a pa ble to a c hieve tota l detec tion with nea r 9% of f a lse positive 

ra te. T his illustra tes promising  c a pa bilities of  the E lma n networks in detec ting  unseen a tta c ks 

a s well a s reduc ing  f a lse positive ra tes of a noma ly  detec tion sy stems [13 4 ] , [26 3 ] . 

S imila rly  to G hosh et a l., A la r c on-A quino et a l. ha ve c onduc ted a  study  on sta nda rd feed-

forwa rd a nd two ty pes of  rec urrent networks, na mely  E lma n a nd fully  c onnec ted R N N . T his 

study  a ims a t eva lua ting  performa nc es of  A N N  ba sed detec tion models in detec ting  H T T P  

a tta c ks. T he desig ned a nd implemented tests of  feed-forwa rd, E lma n a nd fully  R N N  ba sed 
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detec tion models use tr a ining  a nd testing  da ta sets of  norma l a nd a noma lous web a pplic a tion 

queries. T hey  a re preproc essed a nd the resulting  f ix ed leng th bina ry  sequenc es a re ta ken a s 

inputs to dif ferent neura l nets. A ll ex perimented neura l nets ha ve input la y ers of  6 4  units. 

M ultila y er feed-forwa rd detec tion model inc ludes two hidden la y ers of 15 neurons a nd a n 

output la y er of  5 units. E lma n network ha s the sa me a rc hitec ture a s the feed-forwa rd network. 

It inc ludes a  simila r  number of  units in ea c h la y er ex c ept hidden la y ers in whic h neurons a re 

doubled c ompa red to those in the c hosen feed-forwa rd net. F ully  c onnec ted R N N  ha s a  

simila r  struc ture to E lma n network with a  sing le hidden la y er.  

A t the tr a ining  pha se, fully  R N N  wa s the lea st c ostly  in terms of  epoc hs or tr a ining  itera tions 

to sa tisf y  the stopping  c riterion. It rea c hes the predefined tra ining  error of  .0 15 for a bout 7 5 

epoc hs. T hree la y er feed-forwa rd a nd E lma n networks require respec tively  more tha n 20 0  a nd 

10 0  itera tions to fulf ill the sa me g oa l. F urthermore, fully  R N N  outperforms the two other 

neura l nets. It ensures hig h a c c ura c y  tha t ex c eeds 94 %. M oreover, it preserves low fa lse 

neg a tive a nd positive ra te of respec tively  a bout 0 .8 7 % a nd 4 .3 7 % [15], [ 3 4 4 ] .   

P reviously  presented intrusion detec tion ex periments solely  foc us on supervised neura l nets 

ba sed a na ly sis c omponents. M ultiple others suc h a s those of  B ivens et a l., C a na dy  a nd 

M a ha ffey  a nd  S heikha n a nd J a didi, ha ve proposed the c ombina tion of  neura l nets a nd 

supervised or unsupervised ma c hine lea rning  tec hniques. B ivens et a l. ha ve desig ned a  

modula r network intrusion detec tion sy stem ba sed on neura l networks, N I D N N , whic h 

a na ly z es network tra f f ic  (tc pdump da ta )  to develop windowed tra f f ic  intensity  trends. T hey  

ha ve selec ted both supervised a nd unsupervised neura l networks respec tively  for 

preproc essing  a nd a na ly sis c omponents of  their sy stem. N I D N N  sy stem monitors tr a f f ic  of 

selec ted set of  ports for different network sourc es or hosts. It preproc esses network tra f f ic  by  

sourc es with respec t to the set of  ports a nd proc essing  time interva ls. S elf  org a niz ing  ma ps, 

S O M , a n unsupervised network, a re then used to c luster sourc es in order to g roup hosts with 

simila r  tr a f f ic  intensity  trends tog ether, sec tion § 2.2.2.4  deta ils S O M  ba sed c lustering . T he 

number of c lusters or sourc e g roups is c onsta nt, initia lly  esta blished a t the tr a ining  pha se of 

S O M . A f ter this step of  beha vior-ba sed c lustering , tr a f f ic  intensities of  ea c h g roup a re 

norma liz ed a nd then g iven to the a na ly sis c omponent of  N I D N N  sy stem. A n M L P  a na ly ses 

pre-proc essed da ta  within ea c h time window a nd dec ides whic h g roup ha s a tta c ked the vic tim, 

if  a n a tta c k wa s detec ted [50 ]. 

 In their prelimina ry  ex perimenta tions of  the hy brid misuse detec tion sy stem [ 6 2], C a nna dy  

a nd M a ha ffey  ha ve a dopted the sa me neura l net c ombina tion a s in [50 ]. In these ex periments, 
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network log  da ta  is struc tured into sequenc es with respec t to a  predefined time window. T he 

events of ea c h sequenc e a re c lustered ba sed on S O M  derived g roups. A f terwa rds, the outputs 

of  the c lustering  step a re fed to the input la y er of the M L P  ba sed a na ly sis c omponent. In this 

c omponent, c lustering  dec isions a re fused to la bel the proc essed sequenc e a s norma l or a tta c k.  

C onduc ted tests by  C a nna dy  a nd M a ha ffey  on the hy brid misuse sy stem use simula ted F T P  

a tta c ks. T he results of  these prelimina ry  tests show tha t hy brid neura l nets a re c a pa ble to 

detec t c omplex  known a tta c ks a s sta ted in [ 6 2]. B ivens et a l. ex periments of the N I D N N  

sy stem ha ve been ba sed on the D A R P A  da ta  sets. T wo tc pdump test sets ha ve been desig ned 

for these ex periments. In a ddition to norma l insta nc es, they  respec tively  inc lude ex a mples of 

a ll a tta c ks a nd sing le D O S  a tta c k. N I D N N  is a ble to perfec tly  disc rimina te norma l a nd D O S  

insta nc es of  the sec ond test set with no f a lse a la rm. H owever, it a c hieves a n una c c epta ble 

f a lse positive ra te tha t rea c hes 7 6 % for the first test set [50 ]. 

S heikha n a nd J a didi ha ve a lso proposed a  hy brid detec tion model tha t c ombines a ssoc ia tion 

rules a nd supervised neura l nets. A ssoc ia tion rules a re one of  widely  a dopted da ta  mining  

tec hniques to c a pture rela tionships between a ttribute va lues a s ex pla ined further in sec tion 

§ 2.2.3 .1. T he integ ra tion of  these two tec hniques within the sa me a na ly sis c omponent a ims a t 

ta king  a dva nta g e of  their c a pa bilities in order to improve the detec tion r a te of the hy brid 

misuse detec tion sy stem, spec ific a lly  for c omplex  a tta c ks suc h a s U 2R  a nd R 2L . T his sy stem 

is ba sed on a  three step proc ess to g enera te sig na tures of  dif ferent a tta c ks a nd norma l c la sses. 

T he f irst step of  fea ture selec tion identif ies a  reduc ed set of  releva nt log  a ttributes to be 

involved in the a ssoc ia tion rules g enera tion. F ea ture selec tion step is performed on a  subset of 

tr a ining  da ta  tha t c onc erns U 2R  a nd R 2L  a tta c ks. T he sec ond step foc uses on rules 

g enera tion. In this step, the tr a ining  subset of  U 2R  a nd R 2L  is reduc ed, a c c ording  the selec ted 

fea tures, a nd then preproc essed. A f terwa rds, a ssoc ia tion rules tha t c onc ern both c la sses, U 2R  

a nd R 2L , a re g enera ted using  the resulting  da ta set. In the la st step, a n M L P  network is built 

using  preproc essed tra ining  set tha t c onc erns c la sses of  the D A R P A  reduc ed ta x onomy . T he 

tr a ined M L P  inc ludes 4 1, 3 5 a nd 5 units respec tively  in its input, hidden a nd output la y ers.  

B uilt M L P  network a nd g enera ted rules a re sa ved for c la ssif y ing  fur ther tra f f ic  da ta  ex a mples. 

T he hy brid detec tor of  S heikha n a nd J a didi initia lly  c la ssif ies ea c h da ta  insta nc e using  the 

tr a ined M L P . T hen, the rule ba sed c la ssif ier is trig g ered depending  upon the outputs of  the 

M L P  network. It is involved in ma king  prec ise dec isions a bout proc essed da ta  ex a mples tha t 

were previously  la beled a s U 2R  or R 2L  by  the M L P  network. C onduc ted tests of  the hy brid 

use tr a ining  a nd testing  da ta sets ex tr a c ted f rom the D A R P A  testbed. T hey  show tha t the M L P  
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a nd hy brid detec tion models ha ve c ompa ra ble performa nc es in terms detec tion a nd fa lse 

a la rm ra tes. H owever, the hy brid detec tion model is definitely  better tha n M L P  network in 

detec ting  U 2R  a nd R 2L  a tta c k insta nc es. A dditiona lly , these two a tta c k c la sses a re the lea st 

represented in the testing  set, therefore their detec tion ra tes ha ve a lmost no effec t on the 

overa ll performa nc e of the hy brid detec tion model [ 3 4 7 ] . 

S evera l works ha ve survey ed previous intrusion detec tion ex periments involving  dif ferent 

ty pes of  neura l networks. M ousa  [26 3 ]  ha s presented a  survey  of  resea rc h ef forts in intrusion 

detec tion ba sed on neura l nets. D if ferent network or host or even a pplic a tion ba sed misuse 

a nd a noma ly  detec tion sy stems using  supervised or unsupervised neura l nets a re disc ussed in 

this survey . M ore rec ent reviews ha ve been presented by  A hmed et a l. a nd S ha h et a l. on 

A N N  a pproa c hes to intrusion detec tion [ 6 ] , [ 3 4 4 ] . A dditiona lly , the a uthors in [ 6 ] , [ 7 ]  ha ve 

developed a  thoroug h empiric a l study  on different supervised a nd unsupervised neura l 

networks a iming  a t r a king  them a c c ording  to numerous c riteria  inc luding  c ost a nd detec tion 

ra te. R a vi K ir a n et a l. ha ve a dopted unsupervised lea rning  tec hnique in selec ting  log  fea tures 

to supervised neura l net ba sed ids [ 3 20 ]. G u et a l. ha ve disc ussed dif ferent neura l nets 

a r c hitec tures a nd how integ ra ting  them with the g enetic  a lg orithms to a c hieve intellig ent 

intrusion rec og nition [14 4 ] . M ukka ma la  et a l. ha ve a lso c onduc ted a  deta iled c ompa rison 

between multi-la y er feed-forwa rd networks a nd support vec tor ma c hine, S V M , in the 

intrusion detec tion f ield [26 6 ] . T he S V M  tec hnique wa s a dopted in implementing  severa l 

a na ly sis mec ha nisms. T he following  sec tion disc usses some of these. 

2.2.1.6  Sup p ort V e ctor Ma ch ine  

S upport V ec tor M a c hine (S V M )  is a  bina ry  c la ssif ic a tion tec hnique proposed by  V a pnik a nd 

c ollea g ues [52]. It is ba sed on g eometric a l interpreta tion of  c la ssif ic a tion problem where the 

objec tive is the definition of  the hy perpla ne with the ma x imum ma rg in tha t sepa ra tes 

insta nc es of  two c la sses. S V M  c la ssifiers a re ba sed on ma pping  func tions in order to 

tr a nsform orig ina l da ta  spa c e into hig h dimensiona l spa c e. W ithin the resulting  spa c e, they  

sea rc h for the optima l linea r hy perpla ne sepa ra ting  the two c la sses. T he optima l hy perpla ne is 

determined by  a  sma ll f r a c tion of  the tra ining  insta nc es, a ssoc ia ted with both c la sses a nd 

referred to a s support vec tors. F urthermore, it lea ves the ma x imum ma rg in between support 

vec tors. S V M  is known a s the optima l ma rg in c la ssif ier whic h ha s improved c la ssic  linea r 

c la ssif ier ba sed on the idea  of  ma rg in ma x imiz a tion. It tr a nsforms the c la ssif ic a tion problem 

into a n optimiz a tion problem whic h a ims a t finding  a  useful tr a deoff  between ma rg in 
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ma x imiz a tion a nd c la ssifier performa nc e [ 6 1]. A  c omprehensive a nd deta iled presenta tion of 

the theoretic a l founda tion a s well a pplic a tion f ields of the S V M  c a n be found in [ 6 1], [ 3 99].  

T he la st dec a de, S V M  ha s g a ined inc rea sed a ttention owing  to its speed, sc a la bility  a nd 

g enera liz a tion c a pa c ity . It is bec oming  one of  ex tensively  ex perimented ma c hine lea rning  

tec hniques in multiple doma ins for ma ny  rea sons. S V M  speed ma kes it suita ble for rea l time 

sy stem. A n S V M  c la ssif ier requires a  reduc ed tra ining  time, c ompa red to other error 

minimiz a tion tec hniques, a nd a llows a n online c la ssif ic a tion of new inc oming  ex a mples. 

A dditiona lly , S V M  sc a les better tha n other ma c hine lea rning  tec hniques suc h a s neura l 

networks when dea ling  with hig hly  multidimensiona l spa c e where weig ht estima tions bec ome 

diff ic ult a nd distribution of  a n ex tend number of  tr a ining  insta nc es is una va ila ble. S V M  is 

a lso a ble to c ope with sy mbolic  fea tures a nd noisy  da ta . M oreover, it ha s shown promising  

c a pa bilities inc luding  hig h g enera liz a tion c a pa c ity  in multiple f ields [ 6 1], [26 5], [26 6 ] , [ 3 3 1].  

M ukka ma la  et a l. ha ve implemented the a na ly sis eng ine of  their intrusion detec tion sy stem, 

S V M I D , using  a n S V M  c la ssif ier. In S V M I D , G a ussia n ra dia l ba sis kernel func tion wa s 

a dopted for ma pping  eig ht fea ture da ta  vec tors to a  hig her multidimensiona l spa c e. 

M ukka ma la  a nd c ollea g ues ha ve a lso a ppropria tely  initia liz ed pa ra meters of  the S V M  

c la ssif ier in order to severely  pena liz e noisy  da ta  vec tors a nd a void overfitting . S V M I D  wa s 

prototy ped using  nonlinea r bina ry  S V M  a lg orithm of S V M  lig ht pa c ka g e [10 7 ] , [ 4 0 9]. 

In c onduc ted ex periment, M ukka ma la  et a l. ha ve tr a ined S V M  c la ssif ier using  both intrusive 

a nd norma l tr a f f ic  da ta . A noma lous da ta  inc lude dif ferent ty pes of  a tta c ks. O ver c a r ried 

ex periments, S V M  c la ssif ier ha s a c hieved a  hig h detec tion ra te on testing  da ta  tha t rea c hes 

94 % [26 5]. In other ex periments [26 6 ] , M ukka ma la  et a l. ha ve performed different tests 

a iming  a t c ompa ring  A N N  a nd S V M  tec hniques using  the D A R P A  da ta sets. T hey  ha ve 

illustra ted tha t S V M  a nd A N N  ba sed detec tion models ensure c ompa ra ble detec tion ra tes. 

T hey  ha ve a lso shown tha t these lea rning  tec hniques ha ve c ompa tible performa nc e levels with 

a  slig ht domina nc e of  S V M  tec hnique. O n one ha nd, S V M  requires shorter tr a ining  a nd 

running  time tha n A N N . O n the other ha nd, A N N  is more suita ble tha n S V M  when dea ling  

with multi-c la ss problems.  

A dditiona lly , T r a n et a l. ha ve proposed O T A D , a  network a noma ly  detec tion ba sed on one 

c la ss S V M . In O T A D , a n S V M  c la ssifier models network norma l beha vior pa tterns. It uses a  

G a ussia n ra dia l ba sis func tion in ma pping  inc luded a ttributes to hig h dimensiona l fea ture 

spa c e. F urthermore, it is built using  T c psta t c omputed sta tistic s f rom c ollec ted network tra f fic  

da ta . T c psa t is a  network monitor tool. It reports in online or of f line ma nner dif ferent sta tistic s 
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on network interf a c es a c tivities using  sniffed tra f f ic . In O T A D , the tr a f f ic  da ta  set is 

struc tured into subsets reg a rding  a  predefined time window. T hen, T c psta t preproc esses 

resulting  subsets a nd forwa rds eva lua ted tra f f ic  sta tistic s to the S V M  ba sed a na ly sis eng ine. A  

subset of  T c psa t reported sta tistic s, inc luding  perc enta g es of  T C P , U D P  a nd IC M P  pa c kets, is 

c onsidered in building  norma l beha vior detec tion model of O T A D . C onduc ted tests of  O T A D  

ha ve c onsidered different time windows in struc turing  network tra f fic  log  of  the D A R P A  

da ta sets. B est performa nc e of  O T A D  is rea c hed using  a  time window of 3 0 0  sec onds. F or 

suc h time window, O T A D  ensures a n a c c ura c y  of 7 1% with 10 % of f a lse a la rms [3 8 9]. 

T he bina ry  S V M  c la ssif ier wa s a lso a dopted by  H eller et a l. of  C olombia  U niversity  to 

implement their W indows reg istr y  a noma ly  detec tion. T he S V M  ba sed intrusion detec tion 

sy stem wa s developed to detec t a bnorma l a c c ess to W indows reg istry  da ta ba se. T r a ining  a nd 

testing  da ta  sets for this ids c orrespond to preproc essed reg istry  queries c ollec ted using  

W indows N T  sy stem. E a c h query  c onc erns a  sing le reg istry  in the da ta ba se. It is a  va lued 

vec tor tha t inc ludes the invoc a ting  proc ess, the result a nd the suc c ess sta tus of  the query  a nd 

other c omponents. 

S V M  ba sed W indows reg istr y  detec tion sy stem wa s tested using  different ma pping  or kernel 

func tions suc h a s linea r a nd G a ussia n kernel func tions. A n S V M  c la ssif ier with linea r kernel 

ha s shown the best a c c ura c y  level c ompa ra tively  to other ma pping  func tions. H owever, it 

a llows a  low detec tion ra te when c ompa red to the proba bilistic  a noma ly  detec tion a lg orithm 

of E skin [110 ]. T he la tter a lg orithm a c c ura tely  detec ts a bnorma l a c c ess to W indows reg istr y  

with less tha n 10 % of f a lse a la rms. It uses required disc rimina tive informa tion a nd 

c onsistenc y  c hec ks a s disc ussed in [110 ], [159]. A s sta ted by  H eller et a l., suc h informa tion 

c ould be integ ra ted into a  strong  kernel func tion to improve a c c ura c ies of  S V M  detec tion 

models [159]. D if ferent kernel func tions ha ve been tested in intrusion detec tion f ield 

inc luding  linea r [294 ], poly nomia l [ 3 8 2] a nd M a rkov kernels [ 4 22] .  

P reviously  presented detec tion models a re ba sed on bina ry  S V M  c la ssif iers, whic h a re not 

a pplic a ble in multic la ss c la ssif ic a tion problem unless one of  the proposed ex tension 

a pproa c hes is a dopted. T wo ma in a pproa c hes ha ve been widely  disc ussed in the litera ture to 

ex tend the S V M  a lg orithm to the multic la ss version. T he f irst a pproa c h is ba sed on brea king  

the multic la ss problem into severa l bina ry  problems. T he sec ond a pproa c h instea d c onsiders 

a ll c la sses a t onc e. It proposes a  g enera liz a tion of  two-c la ss S V M  to the multic la ss c a se where 

a ll c la sses a re simulta neously  c onsidered [ 7 2], [226 ], [253 ], [ 3 3 1]. T he la tter a pproa c h is 

simple to implement. H owever, the former is c ommonly  a dopted in different doma ins.  
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M ultiple resea rc hes ha ve been c onduc ted in order to eva lua te c a pa bilities of  multic la ss S V M  

in intrusion detec tion. X u in [ 4 13 ] ha s a dopted the multic la ss S V M  tec hnique to implement 

the c la ssif ier c onstruc tion c omponent of  his proposed intrusion detec tion f r a mework. In this 

c omponent, multic la ss S V M  is ba sed on the dec omposition a pproa c h. B uilt multic la ss S V M  

c la ssif ier uses the ra dia l ba sis ma pping  func tion. F urthermore, it c onc erns norma l a nd 

intrusive network tra f f ic .  

Initia l ex perimenta tions of  the multic la ss S V M  detec tion model of X u ha ve been c onduc ted 

on sma ll f ra c tions, a bout 2% a nd 10 %, respec tively  of  the K D D  99 tra ining  a nd testing  sets. 

T he ex perimenta l results illustra te promising  c a pa bilities of the multic la ss S V M  c la ssif iers in 

intrusion detec tion. T he tested c la ssif ier ensures c ompa ra ble detec tion ra tes to the K D D  

winner in identif y ing  norma l tra f f ic  a nd probe a tta c k insta nc es. M oreover, it outperforms the 

K D D  winner. It inc rea sed detec tion ra tes of  U 2R  a nd R 2L  a tta c ks respec tively  by  more tha n 

8 % a nd 2%, c ompa ra tively  to the K D D  winner. H owever, it requires a n inc rea sed tra ining  set 

to a c hieve a  better detec tion ra te of  D O S  a tta c ks tha n this [299]. A dditiona l improvements 

inc luding  fea ture selec tion a re a lso needed in order to boost the performa nc es of  multic la ss 

S V M  c la ssif iers, a s disc ussed in [ 4 13 ]. 

In a  rec ent work, M ewa da  et a l. ha ve ex perimented severa l multic la ss S V M  a lg orithms ba sed 

on the dec omposition a pproa c h. In their network ba sed ids, g enera liz ed multic la ss S V M  

detec tion models a re c a pa ble to rec og niz e norma l a nd a noma lous tr a f f ic  insta nc es, a c c ording  

to the reduc ed D A R P A  ta x onomy . T hey  were tra ined a nd tested using  network tra f fic  log s of 

the D A R P A  99 da ta set. S evera l kernel func tions ha ve been tried in building  a nd testing  

multic la ss S V M  detec tion models. O vera ll performed tests, ra dia l ba sis func tion ba sed 

multic la ss S V M  c la ssif iers ensure hig h detec tion ra te ex c eeding  90 % c ompa red to other 

kernels. A dditiona lly , with the sa me kernel, the multic la ss S V M  outperforms one c la ss S V M  

c la ssif ier a dopted in O T A D  of T r a n et a l. [258 ], [ 3 8 9]. 

S evera l other works ha ve integ ra ted different ma c hine lea rning  tec hniques with multic la ss or 

sing le c la ss S V M  within the sa me detec tion mec ha nism. P edda ba c hig a ri et a l. [294 ]  ha ve 

desig ned a  hy brid ids by  integ ra ting  one c la ss S V M  a nd dec ision tree tec hniques. T he sa me 

idea  wa s rec ently  ex plored by  M ula y  et a l. in desig ning  their misuse a nd a noma ly  detec tion 

sy stems [26 7 ] . Y u et a l. ha ve a lso proposed a  hiera r c hic a l detec tion model tha t c ombines 

sing le a nd multic la ss S V M  c la ssifiers [ 4 23 ]. T his model is c a pa ble to detec t insta nc es of 

f looding  a tta c ks, a  subc la ss of  D O S  a tta c ks, in two steps. In the first step, one c la ss S V M  

c la ssif ier disc rimina tes between norma l a nd intrusive tra f fic . In the la st step, multic la ss S V M  
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c la ssif ier la bels flooding  insta nc es ba sed on their c ommunic a tion protoc ol into T C P , U D P  or 

I C M P  f looding . A ll these integ ra ted a na ly sis eng ines a nd others a re deta iled in [127 ], [26 7 ] , 

[294 ], [ 4 20 ], [ 4 23 ]. A dditiona l other works suc h a s [193 ], [ 3 3 9], [ 3 8 2]  ha ve integ ra ted S V M  

with c lustering  tec hniques in desig ning  their detec tion eng ines. M ore rec ent ones ha ve 

proposed a  new tec hnique of  multilevel S V M  tha t dy na mic a lly  determine support vec tors of 

the sepa ra ting  hy perpla ne a nd c ompa red this to the S V M  tec hnique using  K D D  99 da ta  [2]. 

S imila rly  to risk minimiz a tion, dec ision trees a nd B a y esia n tec hniques, insta nc e ba sed 

c la ssif ic a tion ha s been ex perimented in the intrusion detec tion f ield. T he following  sec tion 

reviews multiple intrusion detec tion ex periments involving  nea rest neig hbor c la ssif iers in 

their a na ly sis c omponents.  

2.2.1.7  Ne a re s t ne ig h b or  

K - N ea rest-N eig hbors (k- N N )  is a n insta nc e ba sed c la ssific a tion method.  It is widely  a pplied 

in the non pa ra metric  c la ssif ic a tion. In k-N N  c la ssif ic a tion, ea c h output c la ss is represented by  

insta nc es of  its tr a ining  da ta  set, whic h c orrespond to the memory  of  the desig ned c la ssif ier. A  

g iven da ta  insta nc e is a ssig ned by  the k-N N  c la ssif ier to a  c la ss a ssoc ia ted with the k c losest 

neig hbors to this. C losest neig hbors a re identif ied a mong  those of the c la ssif ier memory  using  

a  simila rity  mea sure. T he la tter is c ommonly  defined in terms of dista nc e metric  inc luding  the 

E uc lidea n dista nc e [155]. K - N N  c la ssif iers using  E uc lidia n dista nc es or other simila rity  

func tions ha ve been ex tensively  a dopted in dif ferent doma ins suc h a s informa tion sec urity . 

Inspired by  previous ex periments of tex t c a teg oriz a tion methods, L ia o et a l [23 0 ]  ha ve 

desig ned their k-N N  ba sed a noma ly  detec tion model. T he la tter a ims a t c la ssif y ing  session 

proc esses a s norma l or a noma lous using  their invoc a ted sy stem c a lls. A t the tr a ining  pha se, 

da ta  sets tha t c onsist of  norma l sequenc es of  sy stem c a ll a re preproc essed to derive 

c ha ra c teristic  vec tors of  ex ec uted proc esses. A  proc ess vec tor summa riz es g iven sequenc e of 

sy stem c a lls. It c onsists of  severa l weig hts ea c h of  whic h c onc erns one of selec ted sy stem 

c a lls for the whole tr a ining  set. A  sy stem c a ll weig ht is estima ted using  different pa ra meters 

inc luding  sy stem c a ll f requenc ies within the sequenc e a nd the overa ll tr a ining  set. V ec tors of 

weig hts a re then involved in c la ssif y ing  further  sy stem c a ll sequenc es rely ing  on a n improved 

k-N N  c la ssif ic a tion proc ess. T his proc ess inc ludes three steps. In the f irst step, ea c h proc essed 

sequenc e inc luding  sy stem c a ll not a mong  those selec ted is c onsidered a s a noma lous. T he 

sec ond step la bels the g iven sequenc e a s norma l if  its simila rity  to the c losest tr a ining  proc ess 

vec tor is equa l to 1.0 . T he la st step determines the a vera g e simila rity  between the proc essed 
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insta nc e a nd its k nea rest neig hbors. T hen it a ssig ns g iven da ta  insta nc e to norma l or a tta c k 

c la sses depending  on whether its a vera g e simila rity  ex c eeds a  prespec if ied threshold or not.. 

T hese c la ssif ic a tion steps a re performed for a ny  proc essed da ta  ex a mple. D if ferent tests of  the 

k-N N  detec tion model use da ta sets of  the D A R P A  98 . F or a  threshold of  .8 7  a nd 5 neig hbors, 

this model is c a pa ble to rec og niz e more tha n 90 % of norma l a nd intrusive sequenc es. 

M oreover, it ensures .0 8 2% of f a lse positive.    

O ptimiz ing  k-N N  c la ssifier ha s been a lso investig a ted by  T oro-N eg ro et a l. in desig ning  their 

misuse detec tion sy stem. T he a uthors ha ve proposed a  g enetic  lea rning  proc ess to tr a in k-N N  

detec tor. In this proc ess, the tr a ining  pha se of  the k-N N  c la ssif ier wa s formula ted a s a n 

optimiz a tion problem. A  c a ndida te solution to this problem is a  weig ht vec tor tha t a ssesses the 

releva nc e of fea tures to k-N N  c la ssif ic a tion ta sk. T he best solution c orresponds to a  weig ht 

vec tor a ssoc ia ted with the hig hest c la ssif ic a tion a c c ura c y  of  k-N N  c la ssif ier a t the tr a ining  

pha se. It is sa ved for c la ssif y ing  further proc essed da ta  insta nc es. 

P relimina ry  tests c onduc ted on desig ned misuse detec tion sy stem use da ta  sets of  D O S  a tta c k 

ex tr a c ted f rom the D A R P A  da ta ba se. T he evolutiona ry  lea rning  proc ess wa s initia liz ed to 4 0 0  

itera tions with 50  individua ls a nd .5 a s muta tion proba bility . C la ssif ic a tion a c c ura c y  of  the 

optimiz ed k-N N  detec tor in these ex periments ra ng es between 95% a nd 99%.  M oreover, 

c a ndida te weig ht vec tors sta te tha t five fea tures out of  3 8  inc luded in spec if y ing  da ta  

ex a mples a re the most releva nt in c la ssif y ing  D O S  insta nc es. C omplete deta ils on g enetic  

a lg orithm setting s a nd c onduc ted ex periments a re g iven in [ 3 8 7 ] . 

A dditiona lly , G ha semz a deh et a l. ha ve desig ned a  hy brid detec tion model tha t c ombines rule 

induc tion a nd k-N N . T wo ma in implementa tion a lterna tives of  the hy brid detec tion model 

ha ve been disc ussed in [13 2].  In the f irst a lterna tive, the selec ted rule lea rner is a pplied to the 

g iven tra ining  set a nd induc ed rules a re then enc oded into va lued vec tors. A f ter tha t, the 

orig ina l tr a ining  set is preproc essed a nd the resulting  set inc ludes only  fea tures of  rules 

vec tors. T he la tter a lterna tive merely  ex tends the orig ina l tr a ining  set by  va lued vec tors of  the 

induc ed rules. D a ta  sets g enera ted in both c a ses will serve a s tr a ining  sets to the k-N N  

c la ssif iers. B oth implementa tions of  the hy brid detec tion model a im a t dec rea sing  the 

sensitivity  of  k-N N  c la ssif iers to noise ba sed on induc ed rules. In the f irst c a se noisy  insta nc es 

a re filtered ba sed on fea ture vec tors of  hig h c onfidenc e rules. W herea s the influenc e of  noisy  

ex a mples is reduc ed in the sec ond c a se rely ing  on hig h predic tion c a pa bilities of  rules fea tures 

involved in the ex tended tra ining  set. 
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H y brid detec tion model of  G ha semz a deh et a l. ha s been tested with its two prototy pes R B R  

a nd A B R  respec tively  for the a bove disc ussed implementa tion a lterna tives. T r a ining  a nd 

testing  da ta  sets for these prototy pes a nd inc luded c la ssif iers a re ex tr a c ted from the 

preproc essed network tra f fic  of  D A R P A  testbed. In these ex periments, A B R , R B R  a nd other 

c la ssif iers ensure c ompa ra ble true positive ra tes ex c eeding  99%. H owever, rule ba sed 

c la ssif ier outperforms a ll prototy ped detec tion models in terms of detec tion ra te. 

N g uy en et a l. ha ve a dopted k-N N  method for the desig ned detec tion c omponent of  their a nti-

D D O S  f r a mework. T his c omponent a ims a t a c hieving  ea rlier detec tion of  D D O S  a tta c ks by  

c la ssif y ing  the network sta tus. B a sed on the ma in two sta g es of  D D O S  a tta c ks na mely  c ontrol 

a nd a tta c k a s sta ted in sec tion § 2.2.1.1, N g uy en et a l. ha ve identified three c la sses of  network 

sta tus involved in the ea rlier detec tion of  D D O S  a tta c ks. T herefore, ea c h proc essed 

c onnec tion is la beled a s a  pre-a tta c k, a tta c k or norma l.  

T he desig ned k-N N  ba sed model to c la ssif y  network sta tus inc ludes fea ture selec tion a nd 

norma liz a tion steps. In the f irst steps, most releva nt fea tures to predic t D D O S  a tta c ks a re 

selec ted a nd then the tr a ining  set is reduc ed a c c ording  to these. A f terwa rds, a ttributes’ va lues 

in the resulting  da ta  set a re norma liz ed to reduc e dif ferenc es between fea ture sc a les a s sta ted 

in [27 5]. T he reduc ed a nd norma liz ed tra ining  set inc ludes network sessions a ssoc ia ted with 

the three disting uished c la sses. A ny  g iven network session is a ssig ned by  the k-N N  model to 

one of  the output c la sses ba sed upon the ma jority  of  its k c losest neig hbors. E x periments 

c a r ried on the ea rlier D D O S  detec tion model use da ta sets of  the D A R P A  20 0 0  tha t foc uses on 

c oordina ted a tta c ks. T hey  ha ve shown tha t this model is c a pa ble to identify  more tha n 91 % of 

norma l a nd intrusive sessions. H owever, the misc la ssif ic a tion ra te of  this model ex c eeds 10 % 

spec if ic a lly  for pre-a tta c k sessions. 

A dditiona l ex periments integ ra ting  k-N N  with other ma c hine lea rning  tec hniques within the 

sa me detec tion eng ine a re disc ussed in [27 0 ] . S ome others involving  k- N N  c la ssif iers in 

reduc ing  tr a ining  sets a nd elimina ting  outliers a re presented in [13 2], [ 3 7 4 ] . M oreover, k-N N  

c la ssif iers ha ve been a pplied by  H o [16 1]  in f iltering  ids a la rms a nd identif y ing  norma l a nd 

suspic ious ones. O ther ex periments a im a t ex ploring  the usefulness of  fea ture selec tion, ma x  

a nd min dec ision rules a nd the integ ra tion of  c lustering  to k-N N  detec tion models a re a lso 

deta iled in [ 3 50 ], [ 3 52]. 

In a ddition to the reviewed supervised lea rning  tec hniques, severa l c lustering  a lg orithms ha ve 

been widely  a pplied in intrusion detec tion. T hey  a re ma inly  involved in preproc essing  log  
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da ta  a nd implementing  the a na ly sis mec ha nisms of  ids. T he following  sec tion presents most 

a dopted c lustering  tec hniques a nd reviews their ex perimenta tions in intrusion detec tion.  

2.2.2 Uns up e rv is e d m a ch ine  le a rning  te ch niq ue s  

S upervised lea rning  tec hniques ha ve been c ommonly  a dopted in misuse a nd a noma ly  

detec tion. H owever, when struc tured tra ining  da ta sets a re not a va ila ble, unsupervised 

tec hniques a re required for intrusion detec tion a na ly sis mec ha nisms. C lustering  tec hniques a re 

provided with unla beled tra ining  sets. T hey  a im a t identif y ing  reg ula rities a c c ording  to a n 

inner c riterion, g enera lly  ba sed on a  dista nc e or prox imity  metric , in input da ta sets. R ely ing  

on disc overed reg ula rities, different g roups of  da ta  objec ts a re worked out. A  g iven da ta  

objec t is a ssig ned to one of  derived g roups only  when it sha res some c ommon properties with 

its objec ts. 

 C lustering  tec hniques perform into two ma in steps. T he initia l step foc uses on c luster 

identif ic a tion. It c onsists of  g rouping  simila r  tr a ining  pa tterns into different subsets. A t this 

step, ex ha ustive a nd mutua lly  ex c lusive c lusters a re determined. T heir number ma y  be 

predefined or induc ed from the tra ining  da ta  set. T he la st step of the c lustering  proc ess 

c onc erns the c la ssif ic a tion ba sed upon disc overed c lusters. A t this step, la beled c lusters f rom 

those initia lly  identif ied a re involved in c la ssif y ing  new da ta  observa tions. 

W hen a pply ing  c lustering  tec hniques, their a ssoc ia ted methods a ddress to two ma in issues of 

simila rity  a mong  pa tterns a nd eva lua tion of  disc overed c lusters. S imila rity  or dissimila rity  

between pa tterns is obviously  ba sed on dista nc e metric s. A lthoug h multiple dista nc e metric s 

ha ve been a dopted, the E uc lidea n dista nc e is the most a pplied in estima ting  simila rity  

between two pa tterns for c lustering  a lg orithms. D erived g roups ba sed on selec ted simila rity  

metric  a re eva lua ted using  c lustering  or pa rtitioning  c riterion. T he la tter ma y  c orrespond to 

the sum squa red error between c luster objec ts a nd its mea n, ma x imum dista nc e between 

c luster objec ts or a ny  other dependent c riterion to c lusters a nd their objec ts. It a ims a t 

optimiz ing  c luster c ompa c tness a nd overla pping .  

C lustering  methods c a n be c la ssified into severa l c a teg ories. H owever, in the intrusion 

detec tion f ield, ma inly  methods of  four c a teg ories, na mely  pa rtitioning , density  ba sed, 

hiera r c hic a l a nd model ba sed c lustering , a re the most a pplied. P a rtitiona l a lg orithms sta rt with 

a n initia l number of  pa rtitions or c lusters either predetermined or a utoma tic a lly  derived f rom a  

g iven da ta  set. T hen, they  itera tively  ref ine determined c lusters to meet objec tives a ssoc ia ted 

with the selec ted optimiz a tion c riterion. D ensity  ba sed c lustering  a lg orithms determine dense 
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reg ions of  the da ta  spa c e tha t c orrespond to its c lusters sepa ra ted by  low density  c omponents 

or outliers. H iera r c hic a l c lustering  a lg orithms derive hiera r c hies of  c lusters represented a s a  

tree struc ture c a lled dendrog ra m. A  dendrog ra m desc ribes a  hiera rc hic a l dec omposition of 

g iven da ta  pa tterns ba sed on their simila rities. A t different levels of  the hiera r c hy , bra nc hes of 

ea c h c luster identif y  its sub c lusters, ex c ept the la st one. A t the lowest level of  the hiera r c hy , 

ea c h c luster is represented by  simila r  da ta  objec ts. T he la st c a teg ory  of  model ba sed c lustering  

supposes tha t ea c h c luster is g enera ted ba sed on a  ma thema tic a l model. It a ttempts to optimiz e 

the fit between da ta  objec ts a nd this model. S ta tistic a l a nd neura l network ba sed c lustering  

tha t use respec tively  E x pec ta tion ma x imiz a tion a nd self  org a niz ing  ma ps a re ex a mples of 

model ba sed methods [10 5], [155], [ 4 10 ].   

2.2.2.1 Pa rtitiona l clus te ring  

P a r titiona l c lustering  methods ha ve been a dopted in va rious rea l life a pplic a tions, inc luding  

intrusion detec tion. K -mea ns is the most widely  a pplied dista nc e ba sed pa rtitiona l c lustering  

a lg orithm in misuse a nd a noma ly  detec tion. It is ma inly  ba sed on three steps to determine 

c lusters of  a  g iven da ta set. Initia lly , it r a ndomly  c hooses k c luster c enters f rom the da ta set. 

T hen, it a ssig ns a  g iven da ta  insta nc e to the c losest c entroid depending  upon eva lua ted 

dista nc e mea sures. F ina lly , it repla c es ea c h c luster’s c entroid by  the mea n of  its members. T he 

la st two steps a re repea ted by  the k-mea ns a lg orithm until a  stopping  c riterion, suc h a s no 

c ha ng e for ea c h c luster, is met. 

K -mea ns a nd other c lustering  a lg orithms ha ve been tested in the intrusion detec tion f ield. 

S a bhna ni et a l. ha ve c onduc ted different ex periments to eva lua te the effec tiveness of  severa l 

ma c hine lea rning  a lg orithms in network a tta c k detec tion inc luding  two dista nc e ba sed 

pa rtitiona l a lg orithms na mely  k-mea ns a nd nea rest c luster. T he la tter is ba sed on k-mea ns to 

determine initia l c luster c enters. F urthermore, it a dopts the E uc lidea n dista nc e mea sure, 

simila rly  to k-mea ns, to identif y  a nd a ssig n the proc essed da ta  ex a mple to the nea rest c luster. 

N ea rest c luster, k-mea ns a nd other ma c hine lea rning  a lg orithms ha ve been tested in [ 3 3 0 ]  

using  K D D  da ta sets. E x perimenta l results presented by  S a bhna ni et a l. show tha t k-mea ns 

a lg orithm outperforms nea rest neig hbor a nd other supervised a nd unsupervised ma c hine 

lea rning  a lg orithms spec if ic a lly  in detec ting  denia l of servic e a nd privileg e eleva tion a tta c ks.  

In their defensive a nd offensive mec ha nism a g a inst distributed denia l of  servic e a tta c k, Y u et 

a l. ha ve a dopted k-mea ns c lustering  to implement the defensive pa rt. B a sed on c ollec ted 

a pplic a tion log  da ta , k-mea ns c lustering  will build c lient norma l profile tha t will serve in 
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c la ssif y ing  future log g ed session. S uspic ious sessions detec ted ba sed on g enera ted profiles a re 

then dropped depending  upon their trust va lues c omputed a t the c la ssif ic a tion step [ 4 24 ]. 

M unz  et a l. ha ve proposed the N etwork D a ta  M ining  (N D M )  a pproa c h for f low ba sed 

a noma ly  detec tion. T his a pproa c h is ba sed on the k-mea ns c lustering  to proc ess a nd c la ssif y  

c ollec ted network f low rec ords. T he la tter a re first struc tured ba sed upon prespec if ied network 

servic es into severa l da ta sets. H owever, those a ssoc ia ted with non inc luded servic es form 

three other da ta  sets of T C P , U D P  a nd IC M P  protoc ols. C onstruc ted servic es log s a re nex t 

preproc essed with respec t to equa lly  spa c ed time interva ls to derive different da ta  sets. K -

mea ns a lg orithm is then a pplied to ea c h of  these da ta  sets. C omputed c luster c entroids will 

c la ssif y  log g ed f low rec ords ba sed on their (protoc ol, port) pa irs a nd using  a  dista nc e 

mea sure. Initia l ex periments of  N D M  a pproa c h using  loc a lly  g enera ted a nd rea l tra f f ic  da ta  

prove its fea sibility . M oreover, they  ha ve shown promising  detec tion results of  the k-mea ns 

c lustering  a nd thus it ma y  be useful for rea l time intrusion detec tion a s sta ted in [26 8 ] . 

N ieves ha s a pplied the k-mea ns a lg orithm to detec t different a tta c k c la sses. In the desig ned 

ex periments, he ha s preproc essed tra ining  sets ex tr a c ted f rom the D A R P A  ex perimenta l sets 

in whic h c a teg oric a l a nd c ontinuous fea tures were respec tively  enc oded a nd norma liz ed. K -

mea ns a lg orithm wa s tested for different va lues of  the pa ra meter k using  preproc essed da ta  

sets. Illustra ted results c onfirm the a ppropria teness of  this c lustering  a lg orithm in identif y ing  

different c la sses of  network a tta c ks. H owever, determining  the rig ht number of  c lusters to the 

k-mea ns a lg orithm is a lso c ritic a l to rea c h g ood detec tion a nd f a lse a la rm ra tes [27 7 ] . 

M ultiple ex tensions ha ve been proposed to improve the k-mea ns a lg orithm [10 8 ] , [14 5], 

[17 9], [23 9]. T hey  spec if ic a lly  foc us on two ma in shortc oming s of the k-mea ns na mely  the 

number of  c lusters a nd the empty  c lusters. T hese two wea knesses a re known respec tively  a s 

the number of  c lusters dependenc y  a nd deg enera c y  problems [14 5]. T he f irst problem 

c onc erns how determining  the a ppropria te number of  c lusters, the pa ra meter k. T he sec ond 

problem is a bout how elimina ting  empty  c lusters a mong  those disc overed by  the k-mea ns. 

T hese two problems ha ve been resolved by  Y -mea ns c lustering  a lg orithm, a n ex tension of  the 

k-mea ns proposed by  G ua n et a l.. Y -mea ns c lustering  pa rtitions the g iven da ta  set into a  

predefined number of c lusters tha t ra ng es between 1 a nd n, the siz e of  the da ta  set. T hen, it 

repla c es a ny  empty  c luster, of  those identif ied, by  a  new one a nd rea ssig ns norma liz ed da ta  

insta nc es to ex isting  c lusters. T he la st two steps a re itera tively  performed until removing  a ll 

empty  c lusters. A f terwa rds, the a ppropria te number of c lusters is a utoma tic a lly  determined by  

splitting  a nd merg ing  steps of  the Y -mea ns a lg orithm. T he la tter wa s tested using  D A R P A  



CHAPTER 2: Related work: intrusion detection analysis and reaction mechanisms 

 

 8 4

ex perimenta l da ta . O n a vera g e, it ha s a utoma tic a lly  identif ied 20  c lusters a nd rea c hed 8 6 .6 3 % 

a nd 1.53 % respec tively  a s detec tion a nd f a lse a la rm ra tes. D eta iled ex periments c onduc ted 

using  Y -mea ns a re presented in [14 5]. A dditiona lly , a  thoroug h c ompa rison of  Y -mea ns 

c lustering  to va ria nts of  k-mea ns wa s rec ently  c onduc ted in [ 8 9]. It ta kes a c c ount dif ferent 

c riteria  inc luding  performa nc e a nd eff ic ienc y .  

In their inva sion detec tion sy stem, J ia  et a l. ha ve proposed a n improved version of the k-

mea ns a lg orithm [17 9]. T wo a dditiona l pa ra meters ha ve been inc luded in this ex tension 

na mely  the c luster r a dius a nd nea rest neig hbor threshold. T hese pa ra meters a re involved in 

dec iding  when new c lusters a re c rea ted a nd ex isting  ones a re merg ed for the ex tended version 

of  k-mea ns. D erived c lusters of  norma l or a noma lous beha vior ba sed on this c lustering  

a lg orithm will serve nex t in g enera ting  rule for the inva sion sy stem. P relimina ry  tests of  the 

improved version of  the k-mea ns show tha t the number of  disc overed c lusters of  D O S  a tta c ks 

depends upon the f ix ed nea rest neig hbor threshold a nd c luster r a dius. M oreover, the number 

of  disc overed c lusters direc tly  a f fec ts the performa nc e of  the inva sion sy stem. A s illustra ted 

by  c onduc ted ex periments on D O S  a tta c ks, a  reduc ed number of  la r g e c lusters ensure low 

detec tion a nd fa lse a la rm ra tes a nd inversely  for a n ex tended number of sma ll c lusters. T his 

stresses the ma in shortc oming s of  the proposed ex tension of  the k-mea ns tha t c onc ern the 

determina tion of a ppropria te nea rest neig hbor threshold a nd c luster ra dius. 

K -mea ns a nd other c lustering  a lg orithms ha ve been a dopted a lso in preproc essing  log  da ta  

before a pply ing  supervised c la ssif ic a tion tec hniques. In their ex periments, C ha irunnisa  et a l 

ha ve used k-mea ns a nd g enetic  ba sed c lustering  to disc over network tra f f ic  c lusters. T he 

derived c lusters will serve in g enera ting  k-nea rest neig hbor ba sed detec tion model to c la ssif y  

c ollec ted da ta  insta nc es [ 7 1]. B ha r ti et a l. ha ve a lso a dopted the k-mea ns a lg orithm to f ilter 

tr a ining  a nd testing  tr a f f ic  log  da ta  before building  dec ision tree ba sed detec tion models [ 4 5]. 

 P ortony  in [ 3 0 7 ]  ha s proposed a  pa rtitiona l c lustering  a lg orithm for his a noma ly  a nd misuse 

detec tion sy stem. T he desig ned a lg orithm performs in one pa ss, differently  to k-mea ns tha t 

requires multiple pa sses to determine f ina l c luster c entroids. It relies on a  sing le linka g e 

method tha t a ssig ns ea c h proc essed da ta  ex a mple to its c losest c luster. M oreover, it disc overs 

c lusters with a  fix ed width. Initia lly , P ortony ’s a lg orithm uses a  set of empty  c lusters. E a c h 

norma liz ed da ta  ex a mple is a ssig ned to a  c luster only  if  it f a lls within a  predefined ra dius 

f rom the c enter of  this c luster. In the other c a se, the dista nc es between the g iven da ta  ex a mple 

a nd c luster c enters ex c eed the f ix ed ra dius, a  new c luster is c rea ted with the proc essed 

insta nc e a s a  c enter. D if ferent va ria nts of  P ortony ’s a lg orithm ha ve been tested using  va rious 
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da ta sets of  the D A R P A  testbed. Initia l results of  these tests show the desig ned ids using  

different va ria nts is c a pa ble to rea c h nea r 8 0 % of detec tion for less tha n 6 % of f a lse positive. 

D eta iled ex periments of the P ortony ’s a lg orithm a nd their results a re g iven in [ 3 0 7 ] .  

2.2.2.2 De ns ity  b a s e d clus te ring  

D ensity  ba sed c lustering  overc omes the dra wba c ks of  most pa rtitioning  methods by  a llowing  

a rbitr a r y  sha ped c lusters instea d of  spheric a l sha ped ones. Its disc overed c lusters c orrespond 

to dense reg ions in the da ta  spa c e. E a c h dense reg ion is a  g roup of  da ta  points within a  

predefined ra dius a nd c onta ins a t lea st a  minimum number of  points. It is ex tended ea c h time 

if its da ta  points form new dense reg ions [155]. 

D B S C A N  is the most widely  a pplied density  ba sed c luster ing  a lg orithm in the intrusion 

detec tion f ield. It requires two input pa ra meters na mely  the ra dius a nd the minimum number 

of  points to determine different c la sses of  da ta  points inc luding  c ore, neig hbor a nd outlier. 

B a sed on c ore points tha t represent c enters of  dense reg ions, it identifies da ta  c lusters a s 

ma x ima l sets of density  c onnec ted points in the da ta  spa c e. 

D B S C A N  a lg orithm ha s been tested in a noma ly  intrusion detec tion using  D A R P A  a nd 

hony pot
1
 da ta  sets [28 6 ] , [ 3 8 7 ] , [ 3 6 3 ] . A lthoug h, it ensures hig her detec tion ra te tha n k-mea ns 

for D A R P A  ex perimenta l da ta , its f a lse positive ra te is una c c epta ble c ompa ra tively  to this 

[28 6 ] , [28 7 ] . C onduc ted ex periments on hony pot da ta  show tha t D B S C A N  a nd sing le linka g e 

ba sed a lg orithm of P ortony  ensure c ompa ra ble detec tion ra tes. M oreover, for a  f ix ed fa lse 

positive ra te of 10 %, both c lustering  a lg orithms outperform the k-mea ns c lustering  [ 3 6 3 ] . 

W a ng  et a l. [ 4 0 2]  ha ve proposed a  f r a mework for  a da ptive a nd online detec tion of  web 

a tta c ks. T hey  ha ve a dopted in this f r a mework a n ex tended version of  the D B S C A N  c lustering  

a lg orithm. T he improved D B S C A N  is c a pa ble to online lea rn. It upda tes the built detec tion 

model ea c h time c ha ng es in sy stem norma l beha vior a re detec ted. M oreover, it rebuilds this 

model if  outliers ma rked a s suspic ious a udit da ta  ex c eed a  c erta in threshold. T he g enera ted 

model ba sed on the improved version of  D B S C A N  c lustering  a lso ensures online detec tion of 

web a tta c ks. It wa s tested using  a  la r g e da ta  set of  web log s spec if ic a lly  for H T T P  servic e. 

R ea c hed results show tha t this a da ptive detec tion method using  the online version of 

D B S C A N  is more effec tive tha n the sta tic  method ba sed on k-nea rest-neig hbors in terms of 

                                                
1
 H ony pots a re net hosts supporting  multiple vulner a bilities to a ttr a c t a tta c ker s 
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the detec tion a nd f a lse a la rm ra tes a s well the C P U  proc essing  time. C omplete results of 

c onduc ted ex periments a nd their deta ils a re presented in [ 4 0 2] 

2.2.2.3  Hie ra rch ica l clus te ring  

A s disc ussed before, hiera r c hic a l c lustering  a lg orithms derive tree struc tures c a lled 

dendrog ra ms of  disc overed c lusters. T wo ma in a pproa c hes c a n be a dopted to build 

dendrog ra ms. T hey  determine the two ma in c la sses of  hiera r c hic a l c lustering  a lg orithms. T he 

f irst c la ss inc ludes a g g lomera tive hiera rc hic a l c lustering . A lg orithms of  this c la ss a re ba sed on 

a  bottom up a pproa c h. W herea s, the sec ond c la ss g roups divisive c lustering  a lg orithms tha t 

a dopt top down a pproa c h to derive tree struc ture of g enera ted c lusters. 

A n a g g lomera tive or bottom up c lustering  a lg orithm sta rts with the lowest level of  the 

hiera r c hy . It c onsiders ea c h sing leton set of g iven da ta  a s a  c luster. T hen, it suc c essively  

merg es c lusters, to derive la r g er ones, ba sed upon the predefined dissimila rity  c riterion until 

rea c hing  the root c luster of  a ll da ta  points or the termina tion c ondition. C a ndida te 

dissimila rity  c r iteria  in merg ing  two c lusters a re ba sed on dista nc e between da ta  points in 

these. M inimum a nd ma x imum dista nc e c riteria  a re a mong  those a pplied by  a g g lomera tive 

c lustering . T hey  respec tively  identif y  nea rest a nd f a rthest neig hbors to c lustering  a lg orithms 

of  this c la ss. T wo nea rest c lusters a re merg ed by  these a lg orithms only  if  they  inc lude 

respec tively  the c losest or f a rthest da ta  point pa ir where ea c h point belong s to one c luster.  

D ivisive c lustering  a lg orithms sta rt with a ll da ta  points of  the g iven da ta  set in one root 

c luster. A f terwa rds, they  itera tively  split ea c h c luster into sma ller ones until a  stopping  

c ondition is sa tisf ied or ea c h da ta  point forms a  c luster. T he splitting  step of  top down 

c lustering  a lg orithms c a n be ba sed on pa rtitiona l c lustering  inc luding  k-mea ns.   

A lthoug h, both hiera rc hic a l c lustering  a pproa c hes rea c h the sa me result, divisive c lustering  is 

a lwa y s c onsidered more c omputa tiona lly  ex pensive tha n a g g lomera tive. T hus, bottom up 

c lustering  a lg orithms a re c ommonly  a dopted in severa l a pplic a tion f ields. B I R C H  is one of  

the most a pplied a g g lomera tive c lustering  a lg orithms in intrusion detec tion. It c ha ra c teriz es 

ea c h c luster by  its c entroid a nd ra dius. M oreover, B I R C H  a lg orithm introduc es two ma in 

c onc epts of  c lustering  fea ture a nd c lustering  fea ture tree. A  c lustering  fea ture summa riz es 

ea c h disc overed c luster. It c orresponds to a  three dimensiona l vec tor tha t inc ludes the number 

a nd the linea r a nd squa re sum of c luster da ta  points. C lustering  fea tures a re a dditive in tha t 

when two disjoint c lusters a re merg ed, the c lustering  fea ture of  the resulting  c luster 
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c orresponds to the sum the two initia l c lustering  fea tures. T his is useful in building  the tree 

struc ture of c lustering  fea tures. 

C lustering  fea ture tree instea d determines the c luster hiera r c hy  of  a  g iven da ta  set using  

c omputed c lustering  fea tures. It identif ies non-lea f  nodes represented by  c lustering  fea tures of 

their c hild c lusters. B I R C H  a lg orithm uses a  bra nc hing  f a c tor pa ra meter tha t spec if ies the 

ma x imum number of  c hild c lusters by  non-lea f  node. F urthermore, it ha s a  threshold 

pa ra meter tha t determines the ma x imum dia meter of  lea f  node c lusters. B I R C H  a lg orithm 

performs in multipha se where the f irst sc a n g enera tes a n initia l c lustering  fea ture tree whic h is 

improved in one or more a dditiona l sc a ns of  the da ta  set [155], [ 4 29] . 

M a hmood et a l. [24 5]  ha ve desig ned E c hidna , a  hiera r c hic a l c lustering  a lg orithm to c la ssif y  

network tra f f ic . E c hidna  is inspired by  B I R C H . M oreover, it is a ble to dea l with different 

ty pes of  c a teg oric a l, numeric a l a nd hiera rc hic a l a ttributes, suc h a s I P  a ddress. E c hidna  uses 

required preproc essing  mec ha nisms to tra nsform a ttributes of  different ty pes a nd then to 

eva lua te dissimila rity  mea sure between da ta  points involving  them. S imila rly  to B I R C H , the 

tree struc ture built by  E c hidna  c orresponds to severa l levels of  c lusters ea c h of  whic h is 

represented by  a  fea ture vec tor. T he la tter inc ludes suf fic ient sta tistic s to determine the c luster 

c entroid a nd ra dius. In lea f  nodes, this is involved in estima ting  the ma x imum a nd a vera g e 

intra - c luster dista nc es required to g enera te tr a f f ic  reports ba sed upon E c hidna  c lusters.   

E c hidna  ha s been tested using  the D A R P A  da ta sets. C ompa ra tively  to A utoF oc us, a  c lustering  

ba sed network tra f f ic  a na ly sis tool is more eff ic ient in terms of  the detec tion ra te a nd 

c omputa tion time. A dditiona lly , E c hidna  is c a pa ble to detec t more a tta c ks tha n A utoF oc us.   

In the f r a me of  the E uropea n projec t S a feg ua rd tha t a ims a t enha nc ing  surviva bility  of  c ritic a l 

inf ra struc ture, B urbec k et a l. [ 6 0 ]  ha ve proposed a  hiera r c hic a l c lustering  ba sed a g ent 

detec tor. T he la tter uses a n ex tended version of  the B I R C H  a lg orithm, A D W I C E  (A noma ly  

D etec tion W ith Inc rementa l C lustering ), to model the norma l beha vior of  the monitored 

network a nd detec t its a noma lous tra f f ic . A D W I C E  is a n inc rementa l a g g lomera tive 

c lustering . It inc ludes the f irst pha se of  c lustering  fea ture tree g enera tion of B I R C H . In this 

pha se, A D W I C E  uses the pa ra meter of ma x imum number of  c lusters produc ed by  the 

a lg orithm, a dditiona lly  to the bra nc hing  f a c tor a nd threshold pa ra meters of  B I R C H . T his 

pa ra meter wa s introduc ed to ensure the g enera tion of  suff ic ient number of  c lusters tha t 

a ppropria tely  represent norma l beha vior of the monitored sy stem. M oreover, A D W I C E  

supports the threshold pa ra meter in the detec tion pha se where the belief  threshold of  ea c h 

proc essed da ta  ex a mple is eva lua ted to dec ide its norma lity  or intrusiveness. T he belief 
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threshold is dista nc e ba sed estima ted by  c onsidering  a  toler a nc e interva l of the a noma ly  

detec tion sy stem. 

A D W I C E  a lg orithm ha s been ex perimented using  the D A R P A  preproc essed da ta  set. 

R eported results show tha t A D W I C E  is c a pa ble to detec t 95% of norma l a nd a noma lous 

tr a f f ic  rec ords. F urthermore, it rea c hes a  f a lse positive ra te of 2.8 %. W hen tested using  

different da ta  sets of  D A R P A  a tta c k c la sses, the a noma ly  detec tor ba sed on A D W I C E  ensures 

hig h a c c ura c ies ex c ept for R 2L  c la ss tha t rea c hes 3 1% only . A nother ex tension of  the B I R C H  

a nd A D W I C E  a lg orithms ha s been a lso proposed a nd ex perimented in [16 7 ] . It ensures better 

detec tion results tha n these, but it is slig htly  less ef fec tive in terms of  the fa lse positive ra te. 

Z a ng  et a l [ 4 28 ]  ha ve a lso ex perimented the c a pa bilities of hiera r c hic a l a g g lomera tive 

c lustering  in detec ting  botnets, networks of  c ompromised end hosts using  remote c omma nds. 

F or their ex periments, they  ha ve simula ted a noma lous f lows of  a  botnet. C ollec ted botnet 

f lows a re then time ba sed merg ed with rea l norma l internet tr a f f ic . T he resulting  da ta  set is 

preproc essed to derive a  new one inc luding  six teen time ba sed fea tures. A f terwa rds, the 

a dopted hiera r c hic a l c lustering  a lg orithm tha t relies on the ba sic  proc ess of  a g g lomera tive 

methods [155] is a pplied to the preproc essed da ta  set. Its disc overed c lusters disting uish nea r 

perfec tly  botnet f lows f rom those norma l. A lthoug h, its detec tion c a pa bilities a re c ompa ra ble 

to those of k-mea ns a lg orithm, it is less ef fic ient tha n this in terms of c omputa tion time.  

A g g lomera tive hiera r c hic a l c lustering  ha s been a lso a pplied by  M a g g i et a l. in c lustering  

sy stem c a lls of  the monitored host. T he c lustering  ba sed detec tion a pproa c h proposed by  

M a g g i et a l. c onsists of two ma in steps. T he f irst step foc uses on c lustering  a r g uments of  a n 

invoc a ted sy stem c a ll. D isc overed c lusters a im a t c ha ra c teriz ing  ea c h sy stem c a ll throug h 

c a pturing  rela tionships between va lues of  its invoc a tion a r g uments. A  representa tive model is 

g enera ted for ea c h of  these c lusters to c la ssify  further inputs. It will a ssig n a  proba bility  to the 

proc essed sy stem c a ll tha t a ssesses to whic h deg ree it belong s to the c onsidered c luster. T he 

sec ond step of  the proposed a pproa c h c onc entra tes on modeling  norma l beha vior of  sy stem 

prog ra ms. It represents prog ra m f lows by  f irst order M a rkov c ha in models for whic h ea c h 

sta te c orresponds to invoc a ted sy stem c a ll c lusters. 

D if ferent ex periments ha ve been c onduc ted to eva lua te the a c c ura c y  a nd c omputa tion c ost of 

the desig ned host ba sed ids. S elec ted sy stem c a ll sets for g enera ting  c lusters, M a rkov models 

a nd testing  them ha ve been ex tr a c ted f rom the D A R P A  da ta sets. T he desig ned ids ensures 

hig h detec tion ra te a nd low f a lse a la rm ra te for tested sy stem c a lls, a s shown by  ex periment 
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results [24 4 ] . M oreover, its c omputa tion overhea d does not overloa d the monitored sy stem 

spec if ic a lly  a t the testing  pha se.  

2.2.2.4  Mode l b a s e d clus te ring  

 C lustering  using  neura l network is one of  the most widely  a dopted model ba sed c lustering  

methods in intrusion detec tion. It is ty pic a lly  ba sed upon self org a niz ing  or  K ohonen ma ps, a n 

unsupervised neura l network ty pe proposed by  K ohonen [196 ] . S elf  org a niz ing  M a p, S O M , 

ha s a lso g a ined g rea t a ttention in severa l a pplic a tions a nd resea rc h f ields inc luding  fea ture 

selec tion, visua liz ing  a nd ex ploring  multidimensiona l da ta . A  S O M  usua lly  c onsists of  two or 

three dimensiona l g rid of  units. T he la tter g rid ma ps pa tterns of hig h dimensiona l sourc e 

spa c e into points of  two or three dimensiona l ta r g et spa c e. P a ttern ma pping  preserves 

topolog ic a l order suc h tha t the prox imity  rela tionships between pa tterns in the input spa c e a re 

a lso respec ted by  those of the output spa c e.  

In the g rid, a  model vec tor is a tta c hed to ea c h neuron. It represents a  g roup of pa tterns of the 

input spa c e. N eurons model vec tors a re involved in the two ma in steps of the S O M  lea rning  

a lg orithm na mely  c ompetition step a nd c oopera tion step. In the f irst step, the selec ted winner 

of  the c ompetition is the neuron a ssoc ia ted with the most simila r  model vec tor to the g iven 

input ex a mple. S imila rities between model a nd input vec tors a re usua lly  dista nc e ba sed 

determined using  the E uc lidea n or other dista nc e mea sures. In the sec ond step, not only  model 

vec tor of  the winner or the best ma tc hing  unit is upda ted but a lso those of its neig hbors. T hus, 

the winner c oopera tes with its neig hbors in the ma p to best represent input pa tterns a nd 

rela tionships between them, suc h a s the prox imity  rela tion [10 5], [155]. 

S elf  org a niz ing  ma ps ha ve been widely  a pplied in the intrusion detec tion f ield [ 6 4 ] , [210 ], 

[ 4 0 1] [ 4 26 ]. L a bib et a l. ha ve desig ned N S O M  a  rea l time network a noma ly  detec tion using  

S O M . S O M  ba sed detec tor of  L a bib et a l uses time ba sed fea tures of  c ollec ted a nd 

preproc essed network pa c kets. Involved fea tures summa riz e sourc e a nd destina tion a ddresses 

a nd protoc ol ty pe for ea c h subset of  log g ed tra f f ic  pa c kets. N orma liz ed va lues of  these 

fea tures form input vec tors to S O M  network. T wo va ria nts of  K ohonen ma ps ha ve been tested 

in N S O M . S imula ted a nd rea l da ta  sets tha t c onc ern norma l a nd D O S  insta nc es a re inc luded 

in these ex periments. T ested two dimensiona l ma ps a re respec tively  ba sed on rec ta ng ula r  a nd 

hex a g ona l neig hborhood sha ped in upda ting  model vec tors of  winner’s neig hbors. R esults of 

c onduc ted tests show tha t the la tter outperforms the former S O M  va ria nt in terms of 

c la ssif ic a tion results. F or both da ta  sets, winners of the ma p ha ve simila r  beha vior in tha t their 
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dista nc es to the proc essed D O S  insta nc es a re muc h hig her tha n those to the norma l ex a mples. 

A dditiona lly , L a bib et a l ha ve g r a phic a lly  illustra ted testing  results of S O M . T hey  ha ve a lso 

stressed promising  c a pa c ities of  S O M  spec if ic a lly  for visua l disc rimina tion between norma l 

a nd a noma lous tr a f f ic  [210 ].  

O ther intrusion detec tion sy stems use enha nc ed detec tors involving  K ohonen ma ps. A  two 

level hiera rc hy  of  S O M  ha s been a dopted in the dy na mic  intrusion detec tion sy stem of 

L ic hodz jewski et a l. [23 1]. T he dy na mic  ids ta kes a c c ount only  of  the ba sic  fea tures of 

network c onnec tions suc h a s dura tion, protoc ol ty pe, servic e a nd other a ttributes. F or ea c h of 

these fea tures, a  S O M  is built. B efore tha t, log g ed va lues for ea c h ba sic  fea ture a re 

preproc essed in order to provide the c orresponding  S O M  with required inputs tha t support 

time representa tion. B a sic  fea ture S O M  a re then c onsidered a s potentia l inputs to the sing le 

ma p of  neurons of  the sec ond level. T his S O M  a ims a t presenting  a  unif ied view of network 

c onnec tions. It uses input da ta  of  reduc ed dimension provided by  the selec ted subsets of  

neurons of  the f irst level S O M . A ll selec ted subsets ha ve the sa me siz e. F urthermore, the 

outputs of  involved neurons in these subsets a re norma liz ed before forwa rding  them to the 

sec ond level S O M .  

D if ferent ex periments ha ve been performed on the proposed hiera r c hic a l S O M  detec tor using  

the preproc essed D A R P A  da ta sets. T hey  a re two folded. O n one ha nd, they  a im a t deduc ing  

la beling  rules a nd va lida ting  them ba sed upon f requently  selec ted winners or c lusters of  the 

sec ond level S O M . O n the other ha nd, they  seek to eva lua te detec tion performa nc e of the 

desig ned dy na mic  ids. T he results of  these ex periments show tha t two best ma tc hing  units of 

the sec ond level S O M  a re c a pa ble to disting uish a noma lous c onnec tions. G enera ted 

c la ssif ic a tion rules involving  these units ensure 0 .0 2% a nd 3 3 % respec tively  a s f a lse positive 

a nd neg a tive ra tes [23 1]. R ea c hed detec tion performa nc e lets us deduc e tha t the hiera r c hic a l 

S O M  detec tor c onfounds a  little f r a c tion, 0 .0 2%, of  norma l c onnec tions a s a noma lous ones. 

H owever, 3 3 % of the c la ssif ied intrusive c onnec tions by  this detec tor a re c onfused with 

norma l c onnec tions. T his ma y  be due to the involvement of  sa me best ma tc hing  units of  

sec ond level S O M  in c la ssif y ing  norma l a nd a noma lous c onnec tions a s sta ted in [18 8 ] . 

K a y a c ik ha s ex tended two levels of  hiera rc hic a l S O M  detec tor of  L ic hodz jewski et a l. by  a  

third one. S O M  of  the a dded third level c onc ern spec if ic  neurons of  the sec ond level S O M , 

eventua lly  those induc ing  c onfusion between norma l a nd intrusive c onnec tions. T hese 

neurons a re identified ba sed on their selec tion frequenc ies a s winners for  c la ssif y ing  both 

norma l a nd a bnorma l c onnec tions. F or ea c h of  these neurons, a  third level S O M  is c rea ted. It 
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is tr a ined on a  reduc ed da ta  set for whic h the c orresponding  neuron is c onsidered a s the 

winner to c la ssif y  inc luded c onnec tions. T hird level S O M  a re involved ea c h time one of 

unc erta in neurons of  the sec ond level wins the c ompetition (is selec ted a s the best ma tc hing  

unit). T esting  results on the whole K D D  99 set show tha t the ex tended S O M  hiera r c hy  

rema rka bly  outperforms the two level version in terms of  f a lse neg a tive ra te. N ea r  0 .3 % of 

intrusive c onnec tions a re c onfused with norma l ones by  this ex tension instea d of  3 3 % for the 

two level hiera rc hy . H owever, this ex tension ha s a n inc rea sed fa lse positive ra te, whic h 

rea c hes 1.7 %, c ompa ra tively  to 0 .0 2% for the initia l S O M  hiera rc hy  in [23 1].  

Ibra him [17 2]  ha s desig ned a  network misuse detec tion sy stem tha t uses g rowing  hiera r c hic a l 

S O M , G H S O M , ba sed detec tor. G H S O M  is a n improved version of  the S O M  neura l network. 

It wa s proposed by  R a uber et a l. [ 3 19] to overc ome some shortc oming s of  the S O M  network 

inc luding  sta tic  struc ture a nd number of  units in the ma p. G H S O M  c onsists of  hiera r c hic a lly  

struc tured la y ers of  independent S O M . A t the top of  the hiera rc hy , the root S O M  is a  sing le 

unit ma p. F or every  level in the hiera rc hy , ea c h neuron in a  g iven ma p ma y  be bra nc hed on a  

S O M  in the nex t level only  if  the dissimila rity  between its model vec tor a nd represented 

pa tterns rea c hes a  c erta in threshold. G H S O M  a lg orithm a lso imposes other c riteria  on ma ps 

g rowing  a s well a s on hiera r c hy  ex tension. 

T he G H S O M  ba sed detec tor ha s been tested a nd c ompa red to other detec tors. T esting  a nd 

tra ining  da ta  sets for dif ferent detec tors ha ve been ex tr a c ted form preproc essed D A R P A  da ta . 

T hey  inc lude norma l insta nc es a nd intrusive da ta  ex a mples of  severa l a tta c k ty pes. R ea c hed 

results show tha t rec urrent network ba sed detec tor slig htly  outperforms G H S O M  detec tor  in 

terms of  true positive a nd neg a tive ra tes. F urthermore, both neura l networks ba sed detec tors 

ensure hig her detec tion ra tes tha n K D D 99 winner for R 2L , U 2R  a nd probe a tta c ks.  

D if ferent other intrusion detec tion ex periments ha ve a dopted S O M  ba sed detec tors. In [ 4 0 1] 

V okorokos et a l. ha ve a pplied S O M  in detec ting  norma l a nd a noma lous users’ beha viors 

using  fea tures c ha ra c teriz ing  their a c tivities. M itrokotsa  et a l. ha ve proposed a  detec tion 

a pproa c h of  D O S  a tta c ks rely ing  on a  va ria nt of S O M  tha t uses a  two dimensiona l g rid of  

la r g e neuron number. T heir a pproa c h a lso a ims a t eva lua ting  S O M  detec tion a nd visua liz a tion 

c a pa bilities of  a noma lous network tra f f ic . In the sa me pa per, they  ha ve summa riz ed severa l 

S O M  ba sed detec tion a pproa c hes [26 2]. 

A na ly sis eng ines of  dif ferent ids presented in this sec tion a re ba sed upon supervised a nd 

unsupervised ma c hine lea rning  tec hniques. M ultiple other intrusion detec tion works ha ve 

ex perimented a dditiona l da ta  mining  tec hniques in a na ly z ing  a nd identif y ing  a tta c k tr a c es in 
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the log  da ta . T he nex t sec tion will foc us on c ommonly  a pplied da ta  mining  tec hniques, 

na mely  a ssoc ia tion rules a nd f requent episodes, a nd a na ly sis eng ines. 

2.2.3  Oth e r da ta  m ining  te ch niq ue s  

T he founda tion of  da ta  mining  a pproa c h for intrusion detec tion wa s developed by  L ee et a l. 

[221] of  C olombia  sta te university . L ee et a l.’  a pproa c h wa s spec if ic a lly  ba sed on a ssoc ia tion 

rules a nd f requent episodes tec hniques. B oth da ta  mining  tec hniques ha ve been a pplied in 

a na ly z ing  sequentia l pa ttern a nd disc overing  rela tionships between fea ture va lues or da ta  

rec ords within log  da ta . T hey  a re c a pa ble to a utoma tic a lly  produc e a ppropria te a nd c onc ise 

detec tion models. T hese rule-ba sed models c a pture c ha ra c teristic s of  norma l or intrusive 

a c tivities c onta ined in proc essed log  da ta . T he nex t two sec tions review ma in intrusion 

detec tion ex periments involving  a ssoc ia tion rules a nd f requent episodes tec hniques. 

2.2.3 .1 As s ocia tion rule s  

T he problem of disc overing  a ssoc ia tion rules wa s initia lly  introduc ed by  A g r a wa l et a l [ 3 ] . 

T he A priori a lg or ithm wa s the f irst a lg orithm for mining  a ssoc ia tion rules. It wa s initia lly  

a pplied in disc overing  a ssoc ia tion between sa les in la r g e da ta ba ses. E a c h tr a nsa c tion in 

da ta ba ses is c omposed by  a  set of  va lues or items, reg a rding  the c onsidered a ttributes. T he 

leng th of  a n itemset is determined by  the number its items. T he itemset support c orresponds to 

the perc enta g e of  the da ta ba se rec ords tha t c onta in this itemset. A ssoc ia tion rules foc us on 

f requent itemsets. T hey  spec if ic a lly  a im a t disc overing  a ssoc ia tions a mong  items a nd deriving  

c orrela tions between multiple a ttributes in la r g e da ta ba ses. 

 A n a ssoc ia tion rule is a n implic a tion of the form: 

s]  [ c,Y X →  

W here X a nd Y a re two disjoint itemsets (  Y X ∅=∩ ) , c a nd s a re two mea sures of  rule 

interesting ness tha t represent respec tively  c onfidenc e a nd support of a n a ssoc ia tion rule. 

T he support of  a n a ssoc ia tion rule is the ra te of  rec ords tha t inc lude both itemsets ( Y X ∪ ) . I t 

mea sures the sta tistic a l sig nif ic a nc e of  the rule. T he c onfidenc e is the ra tio of  both itemsets 

support to a ntec edent itemset support (
support(X)

Y) support(X
c

∪
= ) . It a ssesses streng th or 

trustworthy  a ssoc ia ted with the disc overed rule. A n a ssoc ia tion rule is c onsidered sig nif ic a nt 

only  if  its support a nd c onfidenc e ex c eed respec tively  pre-spec ified minimum support a nd 
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minimum c onfidenc e va lues. D if ferent steps of  disc overing  f requent itemsets a nd a ssoc ia tion 

rules of the A priori a lg or ithm a re deta iled in [ 3 ] , [220 ]. 

In intrusion detec tion f ield, first ex periments of  a ssoc ia tion rules ha ve been c onduc ted by  L ee 

et a l. in building  users’ profiles ba sed on ty ped c omma nds. In their intrusion detec tion projec t, 

L ee et a l. ha ve a dopted a  modif ied version of  the A priori a lg orithm. In this version, 

preproc essing  step, where da ta  a re c onverted to bina ry  forma t, of  the initia l a lg orithm wa s 

dropped. S uc h modific a tion helps in disc overing  multiple rela tions between la r g e va lues of 

different a ttributes. L ee a nd c o-workers ha ve implemented their ex tension using  a  row vec tor 

struc ture for ea c h f requent itemset. T he row vec tor  of  bits rec ords tr a nsa c tions tha t inc lude the 

f requent itemset.  

Improved a lg orithm of L ee et a l. inc rementa lly  determines f requent itemsets with respec t to 

derived fea ture c la sses. T he f ina l set of  f requent itemsets is then used in g enera ting  

a ssoc ia tion rules. C onfidenc es a nd supports of  disc overed rules a re a lso c omputed ba sed on 

eva lua ted row vec tors. A f terwa rds, these rules a re merg ed depending  upon f ix ed c onstra ints 

tha t c onc ern their lef t a nd rig ht sides. T he resulting  rules, with sig nif ic a nt c onfidenc e va lues, 

spec if y  user norma l profile. R ule ba sed norma l profiles will be involved in c la ssif y ing  further 

log g ed sessions. M ined pa tterns for ea c h proc essed session a re c ompa red to the sa ved norma l 

profiles. T he simila rity  sc ore between ex tr a c ted a nd sa ved pa tterns is then eva lua ted to dec ide 

whether a  g iven user session is norma l or a noma lous [222], [223 ]. In c onduc ted ex periments 

[222], L ee et a l. ha ve a dopted f ive weeks session log s ex tr a c ted f rom D A R P A  da ta  to test 

detec tion c a pa bilities of  rule ba sed profiles. T he results of  these ex periments show tha t four 

weeks g enera ted profiles a re c a pa ble to rec og niz e a ll a noma lous sessions of  the f ifth week 

log s. F urthermore, when tested using  intrusive tra f f ic  da ta , rule ba sed profiles a re a ble to 

c a pture spec if ic  pa tterns tha t disting uish a noma lous f rom norma l a c tivities, a s sta ted in [221]. 

S evera l studies ha ve been c onduc ted on a ssoc ia tion rules ba sed detec tion models. In her 

network intrusion detec tion sy stem, T sa i ha s proposed a n improved version of  the A priori 

a lg orithm c a pa ble to tr a nsform a ssoc ia tion rules into c la ssif ic a tion rules [ 3 91]. S imila rly  to 

L ee et a l.’  ex tension, the proposed a lg orithm performs in two steps. K a tka r et a l. ha ve a lso 

proposed one pa ss inc rementa l a ssoc ia tion rules mining  a lg orithm. In this a lg orithm, ha sh 

ta bles sa ving  disc overed pa tterns a nd their f requenc ies a re c rea ted using  log  da ta  of  ea c h 

a tta c k ty pe. T hey  a re then involved in g enera ting  a ssoc ia tion rules a nd eva lua ting  their 

supports a nd c onfidenc es. F or ea c h a tta c k ty pe, its profile inc ludes only  a ssoc ia tion rules 

sa tisf y ing  support a nd c onfidenc e thresholds. D etec tion models built using  a ssoc ia tion rules 
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mining  a lg orithm of K a tka r et a l. sa ve a tta c k profiles a nd ha sh ta bles. S a ved profiles a re 

involved in a na ly z ing  g iven da ta  insta nc es. H a sh ta bles will serve in inc rementa l upda te of 

a tta c k sig na tures when new da ta  ex a mples a re a ppended to tr a in sets. 

K a tka r et a l.’  a lg orithm ha s been tested using  tr a c es of different D O S  a tta c ks in tr a f fic  da ta  

sets ex tr a c ted f rom D A R P A  preproc essed da ta . In the tr a ining  step, rule ba sed sig na tures of 6  

selec ted D O S  a tta c ks a re c onstruc ted using  reduc ed da ta  sets tha t inc lude 10  fea tures. In the 

testing  step, built rule ba sed detec tion models fa il to a ppropria tely  rec og niz e D O S  insta nc es 

ex c ept for two a tta c k ty pes na mely  tea rdrop a nd pod a tta c ks. T hey  a c hieve detec tion ra tes 

below 1% of other D O S  a tta c k ty pes, inc luding  smurf, neptune, ba c k a nd la nd a tta c ks, the 

c omplete list is g iven in sec tion § 6 .4 . F urthermore, their f a lse a la rm ra tes ex c eed 4 % for 

c erta in D O S  a tta c k ty pes suc h a s smurf  a nd pod [18 7 ] . S uc h fa ilure of  rule ba sed detec tion 

models in rec og niz ing  D O S  insta nc es ma y  depend on ma ny  rea sons. In f a c t, ma ny  D O S  

insta nc es a re c onfused with norma l da ta  ex a mples spec if ic a lly  in D A R P A  test set [ 4 0 ] , [ 3 8 1], 

[ 3 8 5] a nd therefore rule ba sed detec tion models ha ve inc rea sed fa lse positive ra tes for c erta in 

D O S  a tta c ks. A dditiona lly , selec ted fea tures a re releva nt for the disc overed pa tterns of  the 

g iven D O S  a tta c ks but not others a nd thus their detec tion ra tes a re below 1%. A lso, rule 

selec tion in building  a tta c ks sig na tures ma y  require in a ddition to support a nd c onfidenc e 

other c riteria  suc h a s testing  a c c ura c y  a dopted in [3 91]. 

In [18 7 ]  multiple other ex periments foc using  on a ssoc ia tion rules ba sed detec tion models 

ha ve been summa riz ed. A dditiona l works ha ve integ ra ted a ssoc ia tion rules with other 

ma c hine lea rning  tec hniques inc luding  neura l nets [ 3 6 5]  a nd c lustering  [24 0 ] , [252], [ 4 3 0 ] . 

F urthermore, fuz z y  a ssoc ia tion rules a pproa c h initia lly  proposed in [24 2]  ha s g a ined inc rea sed 

a ttention in the intrusion detec tion field. S evera l ids ha ve been ba sed on this a pproa c h [252], 

[ 3 4 8 ] , [ 3 7 3 ]  to overc ome inc rea sing ly  la r g e log  da ta  sets a nd a da pta bility  shortc oming s. 

 2.2.3 .2 F re q ue nt e p is ode s  

T he g oa l of  mining  f requent episodes is to disc over inter-a udit rec ords pa tterns. A  f requent 

episode is a  set of  events tha t desc ribes a n entity  (sy stem, user, prog ra m,… ) beha vior. S uc h a  

set of  events oc c urs f requently  within a  time window with respec t to a  g iven minimum 

frequenc y  a nd pa rtia l order. In seria l episodes, events oc c ur in a  sequenc e with the sa me order 

ea c h time. W herea s, pa ra llel episodes a re f ree f rom suc h c onstra int. 

G iven a  da ta ba se with timesta mped rec ords, a  sequenc e of  events or itemsets E= { e1,e2,… , en}  

oc c urring  in the interva l [ t1,t2]  if  it sta rts a t t1 a nd ends a t t2. A n interva l is a  minima l 
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oc c urrenc e of  E if  it c onta ins E a nd no one of  its subinterva l inc ludes a nother oc c urrenc e of E. 

T he support of  a n itemset e1 is the ra tio between the number of  minima l oc c urrenc es inc luding  

e1 a nd the tota l number of events [224 ], [24 3 ] , [250 ]. 

 A  f requent episode rule is a n ex pression of the form 

w]  s,[ c,Z YX, →  

W here X, Y a nd Z a re itemsets tha t define a n episode, c a nd s represent respec tively  the 

c onfidenc e a nd support of the f requent episode rule within a  time interva l w. 

M a nilla  et a l. ha ve proposed a n a lg orithm for mining  f requent episodes [250 ]. T he f requent 

episodes a lg orithm c onsists of  three pha ses. T he rec og nition pha se in whic h seria l or pa ra llel 

episodes a re disc overed inc rementa lly . In this pha se only  episodes tha t sa tisf y  the minimum 

frequenc y  a nd window siz e a re sa ved. In the building  pha se, c a ndida te episodes with a n 

inc rea sed siz e a re disc overed. T hey  use c a ndida te c ollec tion rec og niz ed in the la st building  

pha se. T hese two pha ses a re itera tively  a nd a lterna tely  performed in g enera ting  a ll f requent 

episodes with different sequenc e leng ths. In the la st pha se, disc overed f requent episodes serve 

for rule g enera tion. T he f ina l set of  f requent episode rules c onsists of  those with c onfidenc e 

levels ex c eeding  a  prespec if ied minimum c onfidenc e. 

T he f requent episodes tec hnique wa s ex perimented in intrusion detec tion by  L ee a nd his tea m 

of  the C olombia  sta te university . A n improved version of M a nilla  et a l.’  a lg orithm wa s 

proposed by  L ee et a l. for disc overing  f requent sequentia l pa tterns using  log g ed network 

tra f f ic . T he enha nc ed a lg orithm disc overs seria l episodes in two ma in steps. T he f irst step 

f inds out f requent a ssoc ia tions a mong  items of  the most releva nt fea tures, a x is a ttributes. T he 

sec ond step g ener a tes f requent episodes using  ex tr a c ted a ssoc ia tions. T his two step a lg orithm 

builds episodes tha t c ombine both rela tionships a mong  a ttributes a nd sequentia l pa tterns 

between log  da ta  rec ords [223 ], [224 ]. 

L ee et a l. ha ve widely  ex perimented the proposed f requent episode a lg orithm. T hese tests a im 

a t determining  different pa ra meters a nd resolving  sa me shortc oming s a ssoc ia ted with 

disc overed f requent episode rules. F or insta nc e, in [221] L ee et a l. ha ve preproc essed the 

tr a ining  set a c c ording  va rious time windows. T he f requent episode a lg orithm wa s then tested 

using  resulting  tr a f f ic  da ta  sets in order to determine a n a ppropria te window siz e to eva lua te 

time ba sed fea tures a nd g enera te f requent episode rule set. T he results of  these tests illustra te 

sta ble rule sets a f ter rea c hing  a  time window of 3 0  sec onds. F urthermore, the best detec tion 

ra te of  f requent episode rule ba sed model is a c hieved when eva lua ting  tr a f fic  a ttributes, time 
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ba sed fea tures, ea c h 3 0  sec onds, a s sta ted in [221]. O ther tests [223 ]  foc us on numerous issues 

c losely  linked to rule ba sed detec tion model inc luding  merg ing  a nd usefulness of  c ount 

a ttributes in mined rules. 

A n improved version of  L ee et a l.’  f requent episodes mining  a lg orithm ha s been a dopted a lso 

in hy brid ids of  H wa ng  et a l. T he misuse sy stem wa s ba sed on S N O R T  eng ine. T he a noma ly  

detec tion sy stem, A D S , uses a n episode mining  eng ine tha t disc overs a nd sa ves norma l 

beha vior rules f rom internet c onnec tions. In A D S , ra re episodes a re c onsidered a s indic a tors 

of  ma lic ious a c tivities. M oreover, H wa ng  et a l. ha ve a lso a dopted a  rule pruning  step in their 

a lg orithm in order to reduc e the la r g e set of episode rules tha t c a n be g enera ted [17 1]. 

K okorina  ha s enha nc ed H wa ng  et a l.’  work. T he desig ned hy brid ids uses intrusive a nd 

norma l f requent episode rules respec tively  for sig na ture ba sed a nd a noma ly  detec tion 

sy stems. It inc ludes four ma in c omponents na mely  preproc essing , pa ttern disc overy , upda te 

a nd dec ision c omponents. P reproc essing  c omponent reduc es g iven da ta  sets a nd forma ts them 

a s required for the pa ttern disc overy  c omponent. T he la tter g enera tes f requent episode rules 

tha t spec if y  known a tta c k sig na tures a nd norma l beha vior pa tterns. In the hy brid ids, built 

a tta c k a nd norma l pa tterns a re sa ved in their c orresponding  da ta ba ses. A dditiona lly , the a tta c k 

pa ttern da ta ba se of  the hy brid ids inc ludes S N O R T  sig na tures a f ter tra nsforming  them into 

f requent episode rules. S a ved pa tterns of  both da ta ba ses a re periodic a lly  revised by  the upda te 

c omponent of the hy brid ids. T his c omponent inserts new pa tterns of unknown a tta c ks or 

norma l beha vior to the respec tive da ta ba ses depending  upon the dec isions of  sy stem 

a dministra tor a nd the dec ision c omponent. T he la tter determines whether proc essed da ta  is 

norma l or a noma lous reg a rding  sa ved f requent episode rules. F urthermore, the dec ision 

c omponent fulfills other ta sks suc h a s selec ting  a nother fea ture set for preproc essing  

c omponent a nd informing  pa ttern disc overy  c omponent on required pa ttern revisions [197 ]. 

T he hy brid ids of  K okorina  wa s tested using  c ollec ted hony pots log  da ta . D if ferent 

ex periments ha ve been c onduc ted on hy brid ids with c omplete a nd reduc ed test sets. T hey  

ha ve been foc used on the detec tion c a pa bilities of  rule ba sed detec tion model reg a rding  

selec ted a tta c ks of  severa l c la sses inc luding  U 2R  a nd probe. In these ex periments, only  

f requent episode rules a ssoc ia ted with 1, 2 a nd 3  items ha ve been c onsidered. F urthermore, 

time windows siz e a pplied in preproc essing  da ta  set a nd rules g enera tion va ries f rom 2 to 20  

sec onds. R ely ing  on g enera ted rule ba sed norma l a nd a tta c k detec tion models, the hy brid ids 

is c a pa ble to rec og niz e most of  tested tra c es. T hese results illustra te the a ppropria teness of 
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f requent episode tec hnique to intrusion detec tion. D eta iled results of  the performed 

ex periments a nd ma in f inding s of K okorina ’s work a re thoroug hly  disc ussed in [197 ]. 

T he f requent episode tec hnique ha s been a lso a pplied in detec ting  ma squera de a tta c ks. 

G ig sta d ha s a dopted f requent episode tec hnique to reduc e fa lse a la rm ra te of  a n ids throug h 

g enera ted f iltering  rules. L uo et a l. ha ve proposed a  network ids ba sed on fuz z y  f requent 

episodes. A dditiona l deta ils of  these intrusion detec tion ex periments a nd others involving  

c la ssic  a nd fuz z y  f requent episodes a re respec tively  disc ussed in [13 7 ] , [24 3 ]  

Ma in f inding s  of s tudie d a na ly s is  a nd de te ction e ng ine s : 

T he ma jority  of  previous intrusion detec tion works, disc ussed in the c urrent c ha pter, propose 

simple detec tion models, ea c h of  whic h is merely  ba sed on a  sing le tec hnique. S evera l 

ma c hine lea rning , da ta  mining  a nd other a rtific ia l intellig enc e tec hniques a re a dopted in 

g enera ting  known a tta c k sig na tures or disc overing  norma l beha vior pa tterns of  sy stems, users 

or prog ra ms. O ther works a re ba sed on the integ ra tion of  more tha n a  sing le detec tion model, 

building  then integ ra ted or hy brid detec tion models. B a se detec tion models ma y  be g enera ted 

using  sing le or multiple a rtific ia l intellig enc e tec hniques. In these works, two ma in stra teg ies 

a re a dopted to integ ra te ba se detec tion models, na mely  sequentia l a nd pa ra llel str a teg ies. 

T he sequentia l integ ra tion stra teg y  a ssumes tha t build detec tion models a re a pplied reg a rding  

a  prespec if ied order, suc h tha t outputs of one a re proc essed or ref ined by  the nex t detec tion 

model. S equentia lly  integ ra ted detec tion models a re usua lly  built using  va rious a rtif ic ia l 

intellig enc e tec hniques suc h a s in [20 4 ] , [24 7 ] , [26 4 ] , [ 3 4 8 ] . I t is ty pic a lly  a pplied when 

dea ling  with a  hy brid detec tion model integ r a ting  unsupervised a nd supervised ma c hine 

lea rning  tec hniques a s desc ribed in [13 9], [24 7 ] , [26 4 ] .  

T he pa ra llel integ ra tion stra teg y  instea d ta kes simulta neously  a c c ount a ll ba se detec tion 

models. F or  a ny  proc essed da ta  ex a mple, outputs of  ba se detec tion models a re a ll c ombined 

tog ether to derive the fina l dec ision of  the integ ra ted model. C ombined detec tion models a re 

c ommonly  c onstruc ted using  sing le tec hnique suc h a s S V M  or A N N  [13 5], [254 ], [26 7 ] , 

[296 ]. T hey  ma y  be a lso ba sed on different lea rning  tec hniques a s proposed in [27 6 ] , [ 3 3 0 ] .  

A ll proposed hy brid detec tion models using  either sequentia l or pa ra llel integ ra tion stra teg ies 

a re ba sed on a  sta tic  set of  ba se models. T hey  a lwa y s a pply  the sa me c ombina tion of  ba se 

detec tion models independently  to proc essed da ta  ex a mples. T his ma y  involve a dditiona l 

c osts, when proc essed ex a mple is c orrec tly  la beled by  a ll ba se detec tion models wherea s a  

subset of  them is suff ic ient. F urthermore, it ma y  induc e erroneous dec isions spec if ic a lly  if  
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proc essed da ta  is c orrec tly  la beled by  a  subset but not by  a nother of detec tion models. 

T herefore, selec tive integ ra tion of  detec tion models, whic h wa s not investig a ted before, ma y  

be a  potentia l a nd promising  solution to overc ome mentioned shortc oming s a nd others a s 

disc ussed in the introduc tion of this report. 

2.3  Re s p ons e  m e ch a nis m s  of intrus ion de te ction s y s te m s  

T he a na ly sis c omponent of  idrs ha s ex tensively  g a ined a ttention of  resea rc hers in the intrusion 

detec tion f ield. M inority  of  previous resea rc h works ha s foc used on the idrs response 

c omponent a nd proposed potentia l improvements of  its rea c tions. A  response c omponent 

c onc erns post a ttempt or a tta c k detec tion beha vior of a n idrs. Its implemented a c tions a f ter 

detec tion ma y  r a ng e f rom a  simple a lert to a  c omplex  rea c tion involving  multiple environment 

a nd a tta c k dependent fa c tors a nd others. S evera l ta x onomies ha ve been proposed to identif y  

different c a teg ories of  idrs responses. D epending  on the a utoma tion level, three ma in 

c a teg ories na mely  notif ic a tion, ma nua l a nd a utoma ted responses a re identif ied in [ 6 7 ] , [ 3 6 8 ] . 

T his ta x onomy  wa s a lso studied a nd its response c la sses a re deta iled in the rec ent work of 

S ha meli-S endil et a l. [ 3 4 5]. N otif ic a tion c omponents a lert the S S O  on detec ted or potentia l 

threa ts ta r g eting  the monitored c omputing  environment. H owever, ma nua l a nd a utoma ted 

response c omponents provide the S S O  respec tively  with possible a nd rec ommended 

c orrec tive a c tions a g a inst identified threa t. T he la ter a utoma tic a lly  implements rec ommended 

a c tions whic h a re ma nua lly  selec ted a nd deploy ed by  the former. A nother c ommonly  a dopted 

ta x onomy  c a teg oriz es intrusion responses into pa ssive a nd a c tive suc h a s in [23 ], [ 3 0 ] , [94 ]. 

P a ssive responses c orrespond to simple notif ic a tions to the S S O  wherea s; a c tive responses 

inc lude va rious c orrec tive a c tions a g a inst detec ted threa ts. In [ 3 6 8 ] , S ta kha nova  et a l. ha ve 

proposed a n ex tended ta x onomy  tha t inc ludes a bove disc ussed c a teg ories. F urthermore, other 

response c ha ra c teristic s ha ve been c onsidered by  S ta kha nova  et a l. to devise a  deta iled 

ta x onomy . H owever, S ta kha nova  et a l.’  ta x onomy  [ 3 6 8 ]  does not meet mutua lly  

ex c lusiveness princ iple bec a use a  response c omponent ma y  be a ssig ned to more tha n sing le 

c a teg ory  suc h a s for notific a tion a nd pa ssive responses. In this sec tion, the response ta x onomy  

identif y ing  pa ssive a nd a c tive c a teg ories will be a dopted in presenting  previous works.  

2.3 .1 Pa s s iv e  re s p ons e  com p one nts  

P a ssive responses ha ve no mitig a tion effec t on mounted a nd detec ted a tta c ks. P a ssive 

response c omponents merely  inform the S S O  a bout detec ted threa ts. T hey  a lwa y s r a ise a n 
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a lert. T hey  ma y  a lso provide the S S O  with a dditiona l informa tion inc luding  log g ed intrusive 

a c tivities a nd a  report on mounted threa ts depending  upon the c a pa bilities of  involved 

detec tion models. C orrec tive a c tions a g a inst detec ted threa ts a re further dec ided a nd 

implemented by  the S S O . M ost of  ex isting  ids a re pa ssive [ 3 6 9]. S N O R T  is one the most 

known sig na ture ba sed pa ssive ids. Its response c omponent a lerts the S S O  a nd reports 

detec ted a tta c ks. A dditiona l other pa ssive idrs a re presented in [ 6 7 ] . 

2.3 .2 Activ e  re s p ons e  com p one nts  

A c tive response c omponents a im a t mitig a ting  inc urred or potentia l da ma g e of  mounted 

a tta c ks. T hey  a utoma tic a lly  selec t or a ssist the S S O  in c hoosing  a ppropria te sec urity  c ontrols 

a nd then deploy  them on the monitored c omputing  environment. A c tive responses ha ve been 

c a teg oriz ed ba sed on response time into proa c tive a nd rea c tive in [23 ]. P roa c tive response 

c omponents preempt a tta c kers’ a c tivity  sequenc es a nd rea c t before a tta c ks ta ke pla c e rely ing  

on potentia lly  intrusive a c tivities predic ted by  a na ly sis eng ines. R ea c tive response 

c omponents instea d implement their c orrec tive a c tions only  a f ter detec tion of  a tta c ks. 

F urthermore, a utoma ted responses ha ve been struc tured into sta tic , dy na mic  a nd c ost sensitive 

c a teg ories depending  on how response’s a c tions a re selec ted [ 3 6 9]. A dditiona l other response 

c a teg ories a re deduc ed by  involving  c ha ra c teristic s suc h a s a djustment a nd c oopera tion 

a bilities of a utoma ted response c omponents [ 3 6 9], [ 3 7 2]. T his sec tion foc uses on a utoma tic  

response stra teg y  desig n, without huma n intervention. R esponse selec tion a nd response time 

c riteria  a re the only  c onsidered in presenting  previously  desig ned response c omponents. 

2.3 .2.1 Sta tic re s p ons e  s e le ction 

S ta tic  intrusion response c omponents ha ve prespec if ied a c tion lists. D epending  on detec ted 

a tta c k ty pes, c orresponding  a c tion lists a re then implemented by  sta tic  response c omponents. 

S ta tic  responses a re desig ned by  the S S O  or  with the c olla bora tion of  a  sec urity  ex pert for 

theses c omponents. F urthermore, the deploy ment of  selec ted responses is a lwa y s dela y ed until 

identif y ing  true ty pes of  detec ted intrusive a c tivities a nd therefore sta tic  response c omponents 

a re ma inly  rea c tive [ 8 ] , [123 ]. 

2.3 .2.2 Dy na m ic re s p ons e  s e le ction 

D y na mic  intrusion response c omponents dispose of  possible defense a c tions a g a inst potentia l 

a tta c ks. S ets of response a c tions to be implemented a re selec ted by  these c omponents 
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depending  upon c riteria  rela ted to detec ted a tta c ks inc luding  c onfidenc e a nd severity . 

S elec tion c riteria  a re f irst eva lua ted for ea c h a tta c k a nd then a ppropria te response a c tions a re 

c hosen g enera lly  in rea l-time. D y na mic  c omponents of fer uc h more f lex ibility  tha n sta tic  ones 

in desig ning  response stra teg ies. F urthermore, they  a re c a pa ble to ta ke a c c ount of  a dditiona l 

environment dependent informa tion ra ther tha n a tta c k ty pe. D y na mic  response c omponents 

ma y  sa ve sta tes on their previous rea c tions a nd henc e they  a re a ble to lea rn f rom them to 

improve future idrs rea c tions [10 ].  

M ost of  dy na mic  response c omponents ensure dela y ed rea c tions. E M E R A L D  a nd A A I R S  of  

respec tively  P or ra s et a l. a nd C a rver et a l. a re ex a mples of idrs ensuring  rea c tive dy na mic  

rea c tions. E M E R A L D  is a  hy brid distributed detec tion sy stem. It relies on a  hiera r c hy  of 

monitors deploy ed a t three ma in levels na mely  servic e, doma in a nd enterprise. M onitors of 

ea c h level foc us on threa ts ta r g eting  the resourc es of  tha t level. F urthermore, over different 

levels, monitors hiera r c hic a lly  c oopera te to detec t ma lic ious a c tivities, a g g reg a te r a ised a lerts 

a nd respond a g a inst rec og niz ed a tta c ks. E a c h monitor in E M E R A L D  a r c hitec ture c onsists of 

profile a nd sig na ture eng ines, resourc e objec t a nd resolver. T he two a na ly sis eng ines perform 

respec tively  a noma ly  a nd misuse detec tion. T he former uses c omputed sta tistic a l profiles to 

identif y  una c c epta ble devia tion to norma l beha vior of  the monitored servic e, doma in or 

network. T he la ter verifies log g ed event sequenc es a g a inst sa ved sig na tures to determine 

those simila r  to enc ountered ma lic ious a c tivities. A  resourc e objec t c omponent provides a ll 

other c omponents with required da ta  suc h tha t the independenc e of  deploy ed monitor to its 

ta r g et servic e, doma in or network is preserved. A  resolver c omponent rec eives a na ly sis 

reports forwa rded by  profile a nd sig na ture ba sed eng ines, either interna l or ex terna l to its 

monitor. It is a n ex pert sy stem c a pa ble to c oordina te a na ly sis reports a nd implement 

responses. A  resolver is a ble to c orrela te intrusion results issued f rom a na ly sis eng ines. 

F urthermore, it ha s the possibility  to request a na ly sis reports f rom other resolvers a t lower 

levels in order to derive g loba l dec isions a bout sec urity  sta te a s well a s required responses to 

monitored ta r g et. R esolver of  ea c h monitor is a lso c a pa ble to trig g er a ppropria te responses 

a g a inst reported intrusive a c tivities. R esponse methods a va ila ble to resolver a re sa ved by  the 

resourc e objec t of  its monitor. E a c h method is a ssoc ia ted with eva lua tion metric s na mely  

threshold a nd severity  tha t determine its deploy ment c onditions. T he threshold metric  a ssesses 

the c onfidenc e a ssig ned by  the a na ly sis eng ine to detec ted intrusive a c tivities, wherea s the 

severity  metric  spec if ies to whic h deg ree a  response method is a ppropria te to a noma lous 
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a c tivity  sequenc es. A  resolver c ombines both metric s in desig ning  monitor’s response [ 6 7 ] , 

[123 ], [ 3 0 6 ] . 

T he E M E R A L D  response c omponent is sta teless in tha t its previous ex perienc es a re not 

c onsidered in desig ning  the c urrent response. A n a da ptive response c omponent ba sed on a g ent 

tec hnolog ies wa s desig ned by  C a rver et a l. of  T ex a s A & M  U niversity  [ 6 7 ] . I t ha s the c a pa c ity  

to lea rn from its environment a nd pa st ex perienc es in order to improve further deploy ed 

responses [ 8 ] . A da ptive a g ent ba sed intrusion response sy stem, A A I R S , of  c a rver et a l. fulf ills 

post detec tion pha se for pa ssive ids. It inc ludes multiple a g ent ty pes. Inter fa c e a g ents of 

A A I R S  intera c t with pa ssive ids monitoring  ta r g et sy stem. T hey  keep tra c k of  ids a c tivity  

history  inc luding  their f a lse a nd true positive ra tes. B uilt model of  ea c h ids will serve in 

g enera ting  a na ly sis report a nd eva lua ting  a tta c k c onfidenc e metric  by  interf a c e a g ent. 

A na ly sis report a nd c onfidenc e metric  a re forwa rded to a  ma ster a na ly sis a g ent. T he la tter 

identif ies whether the detec ted a tta c k is a  new or c ontinua tion of  a n ex isting  one. In the 

former c a se, it c rea tes a  new a na ly sis a g ent to g enera te a  response pla n a g a inst the new a tta c k. 

W herea s, in the la tter c a se, a  ma ster a g ent forwa rds detec tion report a nd c onfidenc e metric  to 

a n a na ly sis a g ent spec ia liz ed in c ountering  the detec ted a tta c k. A n a na ly sis a g ent proc esses 

a nd mitig a tes detec ted a tta c k with the c oopera tion of  severa l other a g ents. It g enera tes a  

sequenc e of  a c tions, to c ounter detec ted a tta c k, in whic h response ta x onomy , polic y  

spec if ic a tion a nd ta c tic s a g ents a nd response toolkit a re involved. T he detec ted a tta c k is 

initia lly  c la ssif ied by  the response ta x onomy  a g ent. A f terwa rds, the g oa l a nd limit of  response 

a c tions a re determined by  a  polic y  spec ific a tion a g ent reg a rding  multiple a spec ts inc luding  

leg a l a nd ethic a l a spec ts. T hen, selec ted response a c tions a re forwa rded to ta c tic s a g ent tha t 

dec omposes them into spec if ic  a c tions. T a c tic s a g ent a lso trig g ers the a ppropria te c omponent 

of  response toolkit to implement spec ific  a c tions of  the g enera ted response. D ec isions of 

a na ly sis a nd ta c tic s a g ents a re a da ptively  ta ken depending  upon the suc c ess of their previous 

responses, whic h a re sa ved by  a  log g er a g ent of  A A I R S . In C a rver et a l. response sy stem, the 

S S O  feedba c k is a lwa y s required in upda ting  informa tion [18 3 ]  a nd g uiding  further responses 

[ 8 ] . H owever, C a rver et a l. ha ve not presented in whic h step of the response proc ess the S S O  

intera c ts with A A R I S . M oreover, a s sta ted in [123 ], they  ha ve g iven no a dditiona l informa tion 

on ma in a lg orithms performed by  A A I R S  a g ents inc luding  response a c tion selec tion, a c tions 

dec ompositions a nd response suc c ess eva lua tion.  
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2.3 .2.3  Cos t s e ns itiv e  re s p ons e  s e le ction 

A bove disc ussed dy na mic  response c omponents of  E M E R A L D  a nd A A I R S  a re rea c tive. 

A A I R S  only  is c a pa ble to a da ptively  desig n a c tion sequenc e depending  upon its previous 

responses. H owever, neither E M E R A L D  nor A A I R S  ta kes a c c ount of  response c ost c riterion 

in selec ting  response a c tions or implementing  them. A nother c a teg or y  of  response 

c omponents foc using  on c ost sensitive desig n of  ids rea c tion ha s g a ined the a ttention of  ma ny  

resea rc hers, la st dec a de. Initia lly , L ee et a l. ha ve integ ra ted c ost f a c tors in detec tion 

c omponent of  a n ids. T hey  ha ve desig ned c ost sensitive detec tion model in whic h three ma in 

c ost f a c tors, spec if ic a lly  da ma g e, response a nd opera tiona l c osts, a re c onsidered. D a ma g e c ost 

a ssesses potentia lly  inc urred da ma g e by  a n a tta c k on monitored resourc es. R esponse c ost 

determines required defense c ost a g a inst c urrent or potentia l intrusion. O pera tiona l c ost 

estima tes the c ost of  performing  intrusion detec tion inc luding  a ll proc essing  steps f rom log  

da ta  c ollec tion until the a na ly sis report g enera tion. F irst two c ost f a c tors will determine 

c onsequenc e c osts depending  upon possible output dec isions of  the a na ly sis eng ine of a n ids. 

C umula tive c onsequenc e a nd opera tiona l c osts will then g a ug e the tota l ex pec ted c ost of 

intrusion detec tion. T he la tter is involved in g enera ting  c ost sensitive detec tion models for 

L ee et a l.’  ids. 

L ee et a l. ha ve a dopted D A R P A  a tta c k ta x onomy  in their c ost model. B a se da ma g e a nd 

response c osts a re prespec if ied for ea c h a tta c k subc la ss of  those identif ied. T hese c ost f a c tors 

a ssoc ia ted with the c ritic a lity  of  the ta r g et a sset will respec tively  estima te c osts of  inc urred 

da ma g e a nd c ountering  the mounted a tta c k. T he response dec ision, in this model, is ba sed on 

tra de-of fs between eva lua ted da ma g e a nd response c osts reg a rding  the mounted a tta c k a nd 

ta r g et a sset, suc h tha t a n intrusion is mitig a ted only  if  its da ma g e c ost ex c eeds selec ted 

response c ost. T his is a lso ref lec ted in estima ting  the c onsequenc e c ost of  L ee et a l.’  model 

[225], [ 3 6 8 ] , [ 3 7 2]. 

In the c ost model of  L ee et a l, da ma g e a nd response c osts a re sta tistic a lly  initia liz ed. T his is 

unrea listic  bec a use neither ba se c osts nor c ritic a lity  of  the vic tim reflec t its sec urity  

requirements a nd severity  of  its ex ploita ble wea knesses. M oreover, L ee et a l. ha ve not 

deta iled multiple c ritic a l a lg orithms to their c ost model inc luding  how eva lua ting  ba se 

da ma g e a nd response c osts a nd selec ting  a ppropria te c ontrols to mitig a te rea c h da ma g e.  

B a lepin et a l. ha ve a lso proposed a n a da ptive response c omponent ba sed on derived hiera r c hy  

a nd direc ted g r a ph of  sy stem resourc es. In B a lepin et a l.’  response c omponent, sy stem 
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resourc es a re struc tured ba sed on their ty pes into hiera r c hies. S uc h hiera rc hies a re useful in 

selec ting  response a c tions bec a use the resourc es of the sa me ty pe a re often protec ted with 

sa me sec urity  c ontrols. H owever, they  a re not suffic ient in selec ting  a ppropria te c ontrols sinc e 

thoroug h informa tion on monitored sy stem a nd its resourc es is required. T herefore, sy stem 

ma p ex pressed in terms of  resourc es direc ted g r a ph is inc luded in B a lepin et a l.’  response 

c omponent. In the sy stem g ra ph, resourc es represent different nodes a nd edg es ex press 

dependenc ies between them. E a c h node in the g r a ph is a ssoc ia ted with c ost va lue a nd ba sic  

response a c tions. T he c ost va lue is c ommonly  a ssig ned by  the sy stem a dministra tor or 

informa tion owner depending  upon the importa nc e of  the represented resourc e. T he response 

a c tions a re c a pa ble to re-esta blish norma l func tion of  the protec ted resourc e if  a tta c ked. E a c h 

of  these a c tions ha s a n a c tiva tion c ondition a nd a  list of  a f fec ted nodes when implemented. 

F urthermore, ea c h node in the g r a ph is a ssig ned response a c tions. R esponse a c tions of  ea c h 

ta r g et node a re selec ted ba sed on a  c ost benefit a na ly sis step. F or this step, intrusion c ost a nd 

response c ost a nd benefit a re estima ted. Intrusion a c tion c ost is determined by  the sum of c ost 

va lues of  da ma g ed ma p nodes due to the mounted intrusive a c tion. C ost a nd benefit of a  

response a c tion a re a pprox ima ted rely ing  on c osts of  ma p nodes respec tively  da ma g ed or 

restored to norma l func tion due to implemented c orrec tive a c tion. A  g a in ma trix  is then 

c onstruc ted using  eva lua ted c osts. T his will serve in determining  the optima l response a c tions, 

a c hieving  ma x imum benefit a nd minimum response c ost, to be deploy ed a g a inst detec ted 

intrusive a c tions [ 3 5], [ 3 7 2].  

In L ee et a l. a nd B a lepin et a l. response c omponents rea c tively  defend a g a inst detec ted a tta c k. 

T hey  a re ba sed on a na ly sis of tr a deoffs respec tively  between da ma g e a nd response c osts a nd 

c ost a nd benefit of  potentia lly  deploy ed response. F oo et a l. ha ve a lso proposed a n improved 

tra de-of f  ba sed response c omponent tha t ha s the c a pa c ity  to implement proa c tive rea c tions. 

A D E P T S  of  F oo et a l. is a n a da ptive g r a ph ba sed response sy stem to rule out a tta c ks in a  

distributed sy stem of intera c ting  servic es [122]. It relies on intrusion g r a phs, I - G r a ph, tha t 

model pa ths potentia lly  followed by  a tta c kers to a c hieve their g oa ls a nd sprea d intrusion 

beha vior f rom a  servic e to a nother. A n I- G r a ph c onsists of  nodes ex pressing  intrusion sub-

g oa ls a nd edg es representing  pre a nd post-c onditions between them. It models dependenc ies 

between sub-g oa ls a nd possible a lterna tives of  a r r a ng ing  them to fulfill the fina l g oa l of a n 

intrusion inc luding  informa tion lea ka g e or denia l of  servic e. E a c h a lterna tive or sub-g oa ls 

pa th ex plic itly  sta tes how a tta c kers sequentia lly  proc eed to meet the objec tive of  the 

implemented delibera te a c tions. 
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In A D E P T S , reported a lerts a re ma pped to I- G r a ph to determine followed pa ths a nd estima te 

the likelihoods a nd loc a tions of  the a c hieved sub-g oa ls. R esponses a g a inst detec ted intrusions 

a re then selec ted a nd deploy ed to prevent a nd limit potentia l propa g a tion of intrusive beha vior  

to other servic es in the distributed sy stem. A D E P T S  responses a re selec ted depending  on their 

pa st eff ic a c ies a g a inst c onsidered a tta c k c la sses a nd disrupts to sy stem norma l a c tivities. 

F urthermore, c onfidenc e levels of  detec tion eng ines dec isions a re a lso inc luded in desig ning  

A D E P T S  responses. T he response c ontrol c enter of  A D E P T S  c hooses a nd f ilters c a ndida te 

responses ba sed on eva lua ted pa ra meters. M ost a ppropria te response a c tions, a c c ording  these, 

a re then deploy ed by  response ex ec ution a g ents. A  feedba c k sy stem supported in A D E P T S  

tr a c ks implemented responses a nd revises their effec tiveness index es [122], [123 ], [ 3 7 2].  

A lthoug h, A D E P T S  prevents a g a inst sprea ding  intrusive a c tions to other servic es of  the 

distributed sy stem, the effec tiveness of  its implemented response rema ins a lwa y s dependent 

to pa ra meters a nd desig ned intrusion g r a ph a nd g r a nula rity  of  its sub-g oa ls. In fa c t, in 

A D E P T S  response proc ess, disruption index  eva lua tion for deploy ed response stra teg ies is not 

deta iled. F ur thermore, intrusion g r a ph, whic h is semi a utoma tic a lly  g enera ted, ma y  inc lude 

elementa ry  sub-g oa ls of  mounted intrusive a c tions. In this c a se, identif y ing  g r a ph node using  

g enera ted a lert a nd its c onfidenc e f a c tor is ex tremely  c omplex  unless a dditiona l informa tion 

on implemented a tta c k a c tions is a va ila ble.  

 S evera l other limits of  A D E P T S  ha ve been enumera ted by  S tkha nova  et a l. in desig ning  their 

c ost sensitive preemptive response c omponent [ 3 6 8 ] .  T he la tter overc omes some of  disc ussed 

shortc oming s a nd inc ludes multiple other improvements, c ompa red to A D E P T S . T he 

response c omponent of S tkha nova  et a l. is ba sed on tra deoffs between the da ma g e c ost 

inc urred by  unex pec ted a c tions a nd response c ost of  potentia lly  deploy ed c orrec tive a c tions. 

Its response proc ess inc ludes three ma in steps na mely  pre-emption dec ision ma king , 

c a ndida te responses identif ic a tion a nd optima l response selec tion. T he f irst step foc uses on 

determining  the time point when a  response should be f ired. T herefore, a  proba bility  threshold 

ex pressing  a n a c c epta ble c onfidenc e level f rom whic h a n a tta c k in prog ress should be ruled 

out is predefined. F or ea c h detec ted intrusive event sequenc e, its proba bility  of  oc c urrenc e is 

c ompa red to the threshold. T he c a ndida te response identif ic a tion step is initia ted only  if  the 

oc c urrenc e proba bility  of  a  ma lic ious sequenc e ex c eeds the tolera nc e threshold. T his sec ond 

step of  the response proc ess a ims a t ma inta ining  required ba la nc e between da ma g es a nd 

benefits of ea rly  response. It is ba sed on estima ted da ma g e a nd response c osts of  potentia l 

response a c tions a g a inst detec ted intrusive event sequenc e. Inc luded a c tions in the c a ndida te 
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set a re those a ssoc ia ted with weig hted da ma g e c osts, using  c omputed oc c urrenc e proba bility , 

ex c eeding  their  response c osts. T he f ina l step of  the response proc ess determines the optima l 

a c tion to be deploy ed a mong  the c a ndida te set. T he optima l a c tion ensures the hig hest 

ex pec ted va lue ex pressed in terms of  its suc c ess a nd risk fa c tors a nd proba bilities of suc c ess 

a nd risk of  the detec ted event sequenc e. S uc c ess a nd risk fa c tors of a  response a c tion a ssess 

respec tively  its a ppropria teness in the pa st a nd neg a tive effec t on the ta r g et of a n a tta c k. 

S elec ted optima l response a c tion ba sed on these pa ra meters ensures the hig hest benefit a nd 

lea st risk to the monitored c omputing  environment [3 6 8 ] . 

L ee et a l. a nd B a lepin et a l. response c omponents ensure c ost sensitive dela y ed rea c tions. 

L ikewise, A D E P T S  a nd S ta kha nova  et a l. response c omponents a utoma tic a lly  selec t c ost 

sensitive response a c tions whic h a re proa c tively  implemented. T oth et a l. a nd S tr a sburg  a lso 

ha ve desig ned a da ptive response c omponents a ble to deploy  dela y ed or proa c tive rea c tions 

depending  on c a pa bilities of  a na ly sis eng ines. T oth et a l.’  response a pproa c h ha s inspired 

multiple rea c tion c omponents of  suc c essors suc h a s B a lepin et a l. a nd S ta kha nova  et a l. 

N etwork ba sed response c omponent of  T oth et a l. relies on built network model to eva lua te 

the ef fec ts of deploy ed responses on opera tiona l servic es. A  network model c onsists of 

multiple elements of  different ty pes a nd dependenc ies between them. A n element inc luded in 

T oth et a l. model ma y  be a  network servic e, resourc e, user, topolog y  or other tha t c a n 

potentia lly  be a f fec ted by  the deploy ed response a c tions. F urthermore, dependenc ies between 

these elements reproduc e their direc t or indirec t rela tionships in the network sy stem.  

T he response c omponent of  T oth et a l. eva lua tes response a c tion impa c ts ba sed on a  network 

model using  a n impa c t eva lua tion func tion. T he la tter uses dependenc y  trees of  entities, 

network resourc es or users, to eva lua te their c a pa bilities. A  dependenc y  tree of  ea c h entity  is 

ex tr a c ted f rom the network model. It illustra tes the rela tionships a nd their ty pes, A N D  a nd 

O R  rela tions, between the ta r g et a nd other entities in the network model. A dditiona lly , it 

represents dependenc y  deg rees within the tree tha t r a ng e between 0  a nd 1. A  dependenc e 

deg ree ex presses to whic h deg ree the opera tion of the ta r g et entity  relies on the a va ila bility  of 

a nother within the network model. A  dependenc y  tree of  a n entity  will serve in eva lua ting  its 

c a pa bility . T he c a pa bility  of  a n entity  is a  va lue within the interva l [ 0 ,1]. It ex presses to whic h 

deg ree the ta r g et entity  norma lly  opera tes either when response a c tions a re implemented. T he 

c a pa bility  va lue of  a n entity  is determined using  a  rec ursive a lg orithm when its dependenc y  

tree inc ludes other entities. E stima ted c a pa bilities a ssoc ia ted with pena lty  c onsta nts a re then 

involved in g a ug ing  pena lty  c osts tha t a ssess una va ila bility  c osts of  network model entities. In 
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T oth et a l.’  response c omponent, pena lty  c osts due to c a ndida te response a c tions a re a lwa y s 

eva lua ted. T he most a ppropria te response a c tion to be preemptively  or rea c tively  deploy ed is 

tha t y ielding  the lea st pena lty  c ost a mong  those c a ndida tes a s sta ted in [ 3 8 8 ] . 

T he response c omponent of  T oth et a l. solely  foc uses on a va ila bility  c ost in the a utoma tic  

response selec tion. W herea s, integ rity  a nd c onfidentia lity  impa c ts a re a lso ex tremely  

importa nt is desig ning  response stra teg ies.  T his c omponent requires a  deta iled g r a ph tha t 

c a ptures, direc t a nd indirec t, dependenc ies between elements a nd potentia l ex tensions to 

represent a  further ex pa nsion of the network sy stem. A dditiona lly , pena lty  c osts of elements 

a re not c onsta nt a nd need to be dy na mic a lly  determined depending  on mounted intrusive 

a c tions, their objec tive a nd dependenc y  trees of ta r g et entities [ 3 7 2], [ 3 8 8 ] .  

In a  rec ent work, S tr a sburg  ha s desig ned a  host ba sed intrusion response f ra mework tha t 

ensures c ost ba sed selec tion of preventive or defensive a c tions respec tively  a g a inst predic ted 

or detec ted intrusive a c tivities. T he developed selec tion methodolog y  within this f r a mework 

determines most a ppropria te response stra teg ies depending  on their ex pec ted va lues a nd the 

sec urity  polic y  of  the monitored sy stem. It estima tes the ex pec ted va lue of  a  response by  the 

differenc e between its a pprox ima ted benefit a nd c ost, both ha ve the sa me sc a le a nd ra ng e 

within [ 0 ,1]  interva l. A  response c ost is determined by  its da ma g e a nd opera tiona l c osts. T he 

la tter ex presses c ost requirements to deploy  a  response, wherea s, the former eva lua tes its 

potentia l da ma g e on the ta r g et in the post deploy ment pha se.  T he da ma g e c ost of a  response 

is estima ted ba sed on its impa c ts in terms of  c onfidentia lity , integ rity  a nd a va ila bility , (C I A )  

on the protec ted sy stem resourc es. T he opera tiona l c ost of  a  response is determined rely ing  on 

org a niz a tion a ssoc ia ted c ost a nd monitored sy stem estima ted va lue. T he la tter is determined 

in terms of  C I A  ba sed on, a ssumed well esta blished a nd a va ila ble, sec urity  polic y  of  the 

org a niz a tion. T he intrusion c ost is a lso a ssessed by  S tr a sburg  methodolog y  in order to 

a pprox ima te a  response benefit. T his methodolog y  ex presses the intrusion c ost simila rly  to the 

response c ost without norma liz ing  opera tiona l c ost bec a use, a s sta ted in [ 3 7 2], the 

implementa tion c ost of  intrusive a c tions ma y  ex c eed their inc urred da ma g e. T he overa ll 

benefit of a  response is then determined by  its estima ted reduc tion effec ts on intrusion impa c t 

a nd mounting  c osts. A mong  those c a ndida tes, S tr a sburg ’s response c omponent selec ts the 

response stra teg y  a ssoc ia ted with the hig hest benefit.  

A lthoug h, S tr a sburg ’s response c omponents ha s rema rka bly  improved c ost sensitive response 

selec tion throug h foc using  on environment dependent pa ra meters inc luding  sec urity  polic y  

a nd sec urity  requirements, its response proc ess supports severa l shortc oming s. In fa c t, this 
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proc ess does not initia lly  illustra te how c a ndida te response a c tions a re selec ted.  A f terwa rds, 

it eva lua tes intrusion c ost simila rly  to response c ost using  in both c a ses da ma g e a nd 

opera tiona l c osts. B ut, the opera tiona l c ost of  a n intrusion ha s a  different interpreta tion tha n 

tha t of  a  response. F urthermore, its estima tion proc ess, whic h is not ex pressed by  S tr a sburg  

methodolog y , is ex tremely  c omplex  a nd requires deta iled informa tion obviously  dif fic ult to 

rea c h or una va ila ble suc h a s a tta c ker skill a nd a tta c king  tools. M oreover, in the response 

proc ess of  S tr a sburg  c omponent, it is a lso useful to ta ke a c c ount of  the ta r g et vulnera bility  

sta te in estima ting  da ma g e c ost of a  c a ndida te response a s well potentia l intrusion.  

 In a ddition to S tr a sburg  a nd T oth et a l., A nua r et a l. ha ve rec ently  desig ned a  response model 

tha t c ombines proa c tive a nd rea c tive rea c tions. T his model proposes two response z ones 

na mely  a c tive a nd pa ssive rely ing  on intrusion time f ra me. W ithin the a c tive z one, a  response 

c omponent should be c a pa ble, a c c ording  this model, to implement its preventive or defensive 

rea c tion depending  upon the mounted a tta c k prog ress [23 ]. S tr a sburg  et a l. [ 3 7 2] ha ve 

proposed a  useful c ost model to response c omponent potentia lly  deploy ed within this a c tive 

z one. T his c ost model relies on three fa c tors, na mely  response opera tiona l c ost, g oodness a nd 

impa c t on the ta r g et sy stem, in order to eva lua te c a ndida te responses. E va lua tion, selec tion 

a nd deploy ment of  response a c tions a c c ording  the c ost model of S tr a sburg  et a l. a re 

performed with respec t to the sec urity  polic y  of  the monitored sy stem. C uppens et a l. [ 8 6 ]  

ha ve a lso ex tended the sec urity  polic y  to inc lude response requirements c a lled a lso rea c tion 

polic y . F orma lly  spec if ied rea c tion polic y  rules [ 8 6 ]  a re involved in identif y ing  detec ted 

intrusion a nd a ssessing  its impa c t reg a rding  viola ted sec urity  polic y  rules. F urthermore, they  

a re useful to dy na mic a lly  revise the requirements of  sec urity  polic y , suc h a s a c c ess polic y , 

a nd fire a ppropria te rea c tions a g a inst detec ted intrusion.  

In rec ent works, B a a y er a nd R eg ra g ui [ 3 1] a nd  Z a g hdoud a nd E l K a hta na i [ 4 26 ], ha ve 

improved ex isting  c ost sensitive response c omponents. E nha nc ed c ost model of  the response 

c omponent in [ 3 1]  ta kes a c c ount of  f a lse positive c a ses. It a ims a t optimiz ing  response c osts 

when dea ling  with suc h c a ses. L a y ered response c omponent proposed in [4 26 ]  wa s ba sed on 

a g ent tec hnolog ies. A f ter proc essing  detec tion dec isions by  hig h level la y ers, the la st la y er of 

the response c omponent desig ns a nd implements a ppropria te responses respec tively  using  

spec ia liz ed a nd mobile a g ents. M ultiple other response a pproa c hes ha ve been disc ussed a lso 

in [121]. D esig ned response c omponents ba sed on these a pproa c hes a re a lso c ompa red 

reg a rding  their eff ic ienc ies, c omplex ities a nd c ost effec tiveness in the sa me work. 
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Ma in f inding s  of s tudie d  re s p ons e  e ng ine s : 

P reviously  reviewed c ost sensitive response c omponents ha ve been ba sed on different f a c tors 

inc luding  response c ost, da ma g e c ost, opera tiona l c ost, response benefit a nd others. M ost of 

them la c k deta iled proc esses to selec ted c a ndida te response a c tions depending  on detec ted 

a tta c k or a ttempt of  a tta c k a nd the ta r g et sy stem. F urthermore, they  c ommonly  identif y  

a ppropria te responses ba sed on c ost benefit or c ost da ma g e tr a deoffs with c onsidera tion of 

neither the sec urity  polic y  nor the c urrent sec urity  sta te of  the monitored sy stem. S tr a sburg ’s 

response c omponent spec if ic a lly  is ba sed on the sec urity  polic y  of  the ta r g et to selec t a nd 

deploy  response a c tions. H owever, no one of  these response c omponents ha s ta ken the c urrent 

sec urity  sta te, vulnera bilities a nd implemented c ontrols, of  the ta r g et sy stem in eva lua ting  c ost 

f a c tors. A dditiona lly , some of  these c omponents use sta tic  pa ra meters suc h a s pena lty  c ost in 

[ 3 8 8 ]  a nd proba bility  of  intrusion oc c urrenc e in [3 7 2]. In rec ent works suc h a s [ 3 4 5], [ 3 7 1] 

response c ost eva lua tion is disc ussed but neither deta iled proc esses to estima te involved 

pa ra meters is presented nor thoroug h risk model to this a im is desig ned. F urther 

improvements of  these response c omponents a re potentia lly  possible if  sec urity  sta nda rds 

suc h a s those of  N I S T  a nd IS O  a re a dopted a nd c ommon vulnera bility  da ta ba ses inc luding  

N V D B  a nd O S V D B  a re involved in c orresponding  response proc esses.  

2.4  Conclus ion   

In this c ha pter, different detec tion models ba sed on supervised a nd unsupervised ma c hine 

lea rning  a nd da ta  mining  tec hniques a re presented. S upervised tec hniques suc h a s dec ision 

trees, na ïve B a y es, neura l nets a nd support vec tor ma c hines ha ve been c ommonly  a dopted in 

g enera ting  a ppropria te detec tion models for known a tta c ks. W herea s, unsupervised detec tion 

models ba sed solely  on c lustering  tec hniques ha ve promising  c a pa bilities in detec ting  

unknown a tta c ks. O ther da ta  mining  tec hniques inc luding  a ssoc ia tion rules a nd f requent 

episodes ha ve been a lso suc c essfully  a pplied in misuse a nd a noma ly  intrusion detec tion. 

A dditiona lly , dif ferent response c omponents a re reviewed in this c ha pter. R esponse proc esses 

of  severa l dy na mic  a nd c ost sensitive response c omponents a re a lso deta iled in the c urrent 

c ha pter. A  spec if ic  foc us is g iven to c ost models of  tr a deoffs ba sed response c omponents. 

C ost f a c tors a nd their rela tionships within these response models a re identif ied. M oreover, 

eva lua tion proc esses of  involved f a c tors a re disc ussed a s well response a c tion selec tion a nd 

a ssoc ia ted dec ision c riteria . In the nex t c ha pter, our idrs f r a mework will be introduc ed with its 
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two ma in c omponents of multimodel a na ly sis a nd risk driven response. S ubsequent c ha pters 

of this work will be dedic a ted to thoroug hly  present these c omponents. 
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CHAPTER 3 

 THE PROPOSED INTRUSION DETECTION AND RESPONSE 

SYSTEM FRAMEWORK 

3.1 Introduction 

E x isting  intrusion de te c tion sy ste m s use  diff e re nt log  analy sis te c h niq ue s. A  m inority  of th e se  

tak e  ac c ount of post de te c tion re ac tion m e c h anism s. B oth  analy sis and re sponse  c om pone nts 

of th e se s idrs sy ste m s h av e  m any  draw bac k s as pre v iously  disc usse d in th e  introduc tion. T h e y  

re q uire  m ore  im prov e m e nts to appropriate ly  de fe nd ag ainst inc re asing ly  c om ple x  attac k s and 

m e e t se c urity  re q uire m e nts of th e  m onitore d c om puting  e nv ironm e nts. In th is th e sis, propose d 

e nh anc e m e nts addre ss struc tural aspe c ts as w e ll as ope ration ste ps of e x isting  and future  idrs 

sy ste m s. T h e y  are  assoc iate d to de sig ne d idrs fram e w ork  h e re in introduc e d.  

3.2 Proposed framework 

D e sig ne d fram e w ork  propose s an im prov e d struc ture  for e x isting  and future  idrs sy ste m s. 

B e side s c om pone nts of  th e  C I D F , it inc lude s oth e r one s de e m e d e x tre m e ly  use ful ac c ording  

to ide ntifie d proble m s of e x isting  idrs. M ore ov e r, it supports an idrs lif e  c y c le  th at state s 

diff e re nt ope ration ste ps of  inv olv e d c om pone nts. B oth , c om pone nts of  th e  propose d 

arc h ite c ture  and ste ps of th e  idrs lif e  c y c le  are  pre se nte d in subse q ue nt se c tions. 

3.2.1 Problem formulation 

T h e  m ain g oal of  intrusion de te c tion sy ste m s is to g e ne rate  m ore  c e rtain, pre c ise  and ac c urate  

re sults as m uc h  for de te c tion as for re sponse . S e v e ral m e th ods h av e  be e n sug g e ste d and 

adopte d by  ids to de al w ith  th e se  c onc e rns. H ow e v e r, ids m e th ods support se v e ral w e ak ne sse s 

th at induc e  failure  at diff e re nt le v e ls of th e  intrusion de te c tion proc e ss. P re v iously , de te c tion 

m e th ods fail to c apture  diff e re nt aspe c ts assoc iate d w ith  m ounte d attac k s or m onitore d sy ste m  

norm al be h av ior. T h e  m ajority  of th e se  m e th ods re ly  on sing le  de te c tion m ode l approac h . 

T h e y  sole ly  addre ss to a sing le  re lation ty pe  inc luding  nonline arity , te m poral or assoc iation, 
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w ith in log g e d intrusiv e  or norm al e v e nts. T h e re fore , th e ir g e ne rate d de te c tion m ode ls foc us 

on a sing le  aspe c t or fac e t of sy ste m  norm al be h av ior or attac k e r intrusiv e  ac tions. 

A dditionally , th e se  de te c tion m e th ods are  fac ing  to th e  proble m  of data se ts av ailability . 

Inde e d, re duc e d data se ts th at appropriate ly  re port diff e re nt attac k  c lasse s are  av ailable  for 

th e se  m e th ods. T h is re m ark ably  lim its c apabilitie s of th e ir g e ne rate d de te c tion m ode ls to 

re c og niz e  slig h t c h ang e s in an e ntity ’s be h av ior and th us affe c ts th e  pe rform anc e  of th e  ids. 

A dditional oth e r de te c tion m e th ods h av e  be e n base d on m ultiple  m ode l approac h . H ow e v e r, 

th e y  sh are  sam e  w e ak ne sse s w ith  th e  sing le  m ode l approac h  unle ss oth e r re inforc ing  

te c h niq ue s, inc luding  boosting  or bag g ing  or v arious le arning  alg orith m s, are  adopte d. 

A lth oug h  th e se  im prov e m e nts partially  ov e rc om e  w e ak ne sse s of th e  form e r approac h , th e y  

induc e  additional draw bac k s for th e  latte r. T h e  re sulting  de te c tion m e th ods alw ay s use  static  

c om binations of g e ne rate d m ode ls. T h e y  inv olv e  th e  sam e  se ts of de te c tion m ode ls in 

analy z ing  any  c olle c te d log  data se t and re c og niz ing  instanc e s of norm al and diff e re nt attac k  

c lasse s.  

T h e  m ajority  of th e  propose d intrusion de te c tion m e th ods tak e  ac c ount of a sing le  log  data 

ty pe  inc luding  ne tw ork , h ost or applic ation log s. In addition, th e y  ne g le c t m ode l g e ne ration 

and updating  ste ps w ith in th e  ids ope ration proc e ss. A  g lobal de sc ription is alw ay s g iv e n for 

both  task s th at brie f ly  c onc e rns c om positions of  training  data se ts and se tting s of  th e  

alg orith m s inv olv e d in building  de te c tion m ode ls. A s suc h , no struc ture d proc e ss is pre se nte d 

to de al w ith  h ow  pre proc e ssing  data se ts, se le c ting  f e ature s subse ts and g e ne rating  and 

updating  de te c tion m ode ls. M ore ov e r, ids sy ste m s are  de v oid of a k now le dg e  base  

c om pone nt. S uc h  c om pone nt sav e s th e  dom ain de pe nde nt and intrusion de te c tion k now le dg e  

of e x tre m e  use fulne ss for idrs. It m aintains k now le dg e  on de te c tion m ode ls, th e ir use  

c onditions and pe rform anc e s, and pre v ious e x pe rie nc e s of idrs sy ste m s. It also g iv e s idrs w ith  

re q uire d k now le dg e  on c om puting  e nv ironm e nt asse ts, v ulne rabilitie s and se c urity  c ontrols. 

A dditionally , som e  of pre v iously  de sig ne d ids inte g rate  re sponse  ac tions to th e  de te c tion 

proc e ss. H ow e v e r, re sponse  c apabilitie s of an idrs are  de te rm ine d by  its re sponse  c om pone nt, 

as state d by  th e  C I D F  f ram e w ork . F or ac tiv e  ids, th e y  rang e  f rom  a sim ple  ale rt assoc iate d 

w ith  a list of applic able  c ontrols, g iv e n to th e  S S O , to an autom atic  se le c tion and 

im ple m e ntation of a c om bination of c ounte rm e asure s, de pe nding  on de te c te d attac k s. 

M ore ov e r, it is c om m on for e x isting  idrs to de f e nd ag ainst de te c te d attac k s w ith out inv olv ing  

prioritie s. T h e ir re sponse  c om pone nts sim ilarly  tre at attac k s of th e  sam e  c lass re g ardle ss of 

th e ir re spe c tiv e  e f f e c ts on targ e t asse ts of th e  c om puting  e nv ironm e nt. T h e  m ajor draw bac k  of 
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th e se  idrs is th e ir failure  to prov ide  any  inform ation on th e  e x te nt of inf lic te d dam ag e s to 

targ e t asse ts. Inde e d, th e ir de sig ne d re sponse  c om pone nts e x c lusiv e ly  foc us on th e  princ iple  

of re duc ing  lik e lih oods of th re ats inste ad of th e  g lobal c ost of unde rly ing  risk s. 

K now n abov e  e num e rate d and oth e r draw bac k s, th e  propose d idrs fram e w ork  in th is th e sis 

addre sse s m any  of th e m . I t is base d on m ultim ode l and risk  driv e n approac h e s re spe c tiv e ly  for 

de te c ting  attac k s and de sig ning  re sponse s ag ainst th e m . O ur m ultim ode l approac h  allow s 

se v e ral e v aluation fac e ts to th e  idrs sy ste m s in orde r to c onduc t a th oroug h  analy sis of th e  

c urre nt se c urity  state  of th e  m onitore d c om puting  e nv ironm e nt. It e nsure s m ultiple  log  data 

se ts proc e ssing  using  appropriate  c om binations of  de te c tion m ode ls. P roc e sse d data se ts by  

th e  propose d c om pone nt m ay  be  issue d from  sing le  or se v e ral sourc e s. T h e y  diff e re ntly  trac e  

intrusiv e  or e x pe c te d ac tiv itie s w ith in th e  m onitore d sy ste m  by  inv olv ing  m ultiple  f e ature s. 

T h e ir f e ature s subse ts de pe nd on sourc e s or spe c if ic itie s of sing le  sourc e  log . N e tw ork , route r 

and f ire w all log  ty pe s are  de te rm ine d by  c onside ring  th e ir sourc e s. W h e re as, intrinsic  and 

c onte nt log s are  e x am ple s of  log  ty pe s ide ntif ie d for sing le  sourc e . T h e y  foc us re spe c tiv e ly  on 

basic  and c onte nt attribute s of c olle c te d ne tw ork  c onne c tions. L og  data se ts of diff e re nt ty pe s 

and th e ir f e ature  subse ts are  de te rm ine d by  pre proc e ssing  and form atting  c olle c te d log  data 

re g arding  a pre spe c if ie d tim e  w indow . T h e y  se rv e  in g e ne rating  and updating  de te c tion 

m ode ls. T h e y  are  also inv olv e d in se le c ting  be st c om binations of de te c tion m ode ls for th e  

analy sis c om pone nt of th e  propose d idrs fram e w ork . F orm ally , J dif f e re nt log  ty pe s are  

c onside re d by  th e  idrs fram e w ork . E ac h  log  data se t of  g iv e n ty pe  j, j=1..J, is e x pre sse d using  

th e  w h ole  f e ature  se t of log  ty pe  j, F 
j
, suc h  th at { }

jl

j
1..Ll ,fF ==  and fl is th e  l

th
 f e ature  of 

log  ty pe  j. F e ature  se t av ailable  to th e  idrs fram e w ork  ov e r all c onside re d log  ty pe s is 

re pre se nte d by  th e  se t F={ F 
j
 , j=1..J}. 

In th e  propose d idrs fram e w ork , e ac h  log  ty pe  is assoc iate d w ith  a se t of de te c tors or de te c tion 

m ode ls. A  de te c tion m ode l is im ple m e nte d using  m ac h ine  le arning , data m ining , and oth e r 

artific ial inte llig e nc e  te c h niq ue s, as illustrate d in th e  pre v ious c h apte r. C lassif ic ation, 

pre dic tion, patte rn m atc h ing , g e ne tic  and oth e r te c h niq ue s h av e  be e n w ide ly  applie d in 

c onstruc ting  de te c tors for ids [130], [27 3], [28 5 ] , [337 ], [342]. T h e y  are  also use ful in 

building  de te c tion m ode ls to th e  analy sis c om pone nt of our idrs fram e w ork . A dditionally , th is 

c om pone nt m e re ly  im pose s th at any  partic ipating  de te c tion m ode l in asse ssing  c urre nt log g e d 

ac tiv itie s, inde pe nde ntly  to its g e ne ration te c h niq ue , sh ould prov ide  an abstrac t output am ong  

th ose  pre spe c ifie d. S uc h  c ondition re q uire s additional proc e ssing  ste ps w h e n de aling  w ith  
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oth e r te c h niq ue s, but it is obv iously  satisfie d by  c lassific ation te c h niq ue s. T h us, only  

supe rv ise d c lassif ic ation te c h niq ue s are  c onside re d in c onstruc ting  de te c tion m ode ls in orde r 

to sim plif y  th e  de sig n and illustration of assoc iate d proc e sse s to th e  analy sis c om pone nt of th e  

propose d idrs fram e w ork .  

S upe rv ise d c lassif ic ation te c h niq ue s are  w ide ly  applie d in diff e re nt dom ains inc luding  

inform ation se c urity . C lassif ic ation m ode ls built using  th e se  te c h niq ue s use  data se ts w h ose  

e x am ple s are  e ntire ly  labe le d w ith  th e ir true  output c lass. L abe le d training  data for th e se  

m ode ls c onc e rn m ultiple  output c lasse s. F orm ally , for any  g iv e n training  data se t TR of N 

e x am ple s, TR={(xr,yr), r=1..N}, w h e re  P

r
x ℜ∈ is a P-dim e nsional data instanc e , r

l
x is th e  

v alue  of f e ature  l of th e  instanc e  r, l∈{1,… ,P}, and yr∈C={c1,… ,cQ+ 1} th e  se t of possible  

output c lasse s. T h e  c lassif ic ation m ode l de riv e d base d on th e  training  se t TR is re pre se nte d th e  

m apping  Mc suc h  th at C:M
P

c
→ℜ . W h e n g iv e n w ith  an unlabe le d data e x am ple , P

x ℜ∈ , 

th e  built c lassif ic ation m ode l pre dic ts its output c lass, y∈C,  suc h  th at  y)x(M
c

= .  

C lassif ic ation m ode ls are  m ainly  c ate g oriz e d into binary  or m ultic lass de pe nding  on th e ir 

output se ts. M ultic lass c lassif ic ation m ode ls are  abov e  sum m ariz e d, w h e re as binary  m ode ls 

h av e  an output se t C suc h  th at C={
qq

c,c } w h e re  cq is th e  only  k now n c lass and 
q

c  g roups 

oth e r possible  output c lasse s th an cq. B inary  c lassif ic ation m ode ls are  also k now n as 

supe rv ise d outlie r de te c tion m ode ls. A  g iv e n data e x am ple  P
x ℜ∈  is an outlie r if  

qc
c)x(M ≠  and th e n it is dissim ilar to subse ts of  TR assoc iate d to th e  targ e t output c lass 

q
c [349 ].  

B inary  or m ultic lass c lassif ic ation m ode ls m ay  be  also c ate g oriz e d base d upon de tails of th e ir 

output de c isions into abstrac t, rank  and m e asure m e nt as de taile d in se c tion § 4.6 . A dditionally , 

se v e ral form s are  use ful in re pre se nting  c lassif ic ation m ode ls. M ost w ide ly  adopte d 

re pre se ntations inc lude  rule  se t, de c ision tre e , g raph ic al ne tw ork  and autom ata [34], [101], 

[15 5 ] . 

In our idrs fram e w ork , de te c tion m ode ls g e ne rate d using  c lassif ic ation te c h niq ue s are  base d 

on training , v alidation and te sting  datase ts se t of th e  c orre sponding  log  ty pe , re spe c tiv e ly  TRj, 

VSj,  TSj, j=1..J. F or e ac h  log  ty pe  j, its training  se t TRj c onsists of  Ntr labe le d data instanc e s, 

( ){ }
trr

r

L

r

rrrj
N..r,Cy,x,...,xx/y,xTR

j

11 =∈>=<=  w h e re  xr is a data instanc e  of Lj 

dim e nsions,  r

l
x is th e  v alue  of f e ature  l of  th e  instanc e  r, l∈{1,… ,Lj}, and yr th e  output c lass 
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assoc iate d w ith  xr, yr∈C, th e  se t of  possible  output c lasse s, C={c1,… ,cQ+ 1}. In our idrs 

fram e w ork , th e  output se t C inc lude s Q attac k  c lasse s of re duc e d D A R P  tax onom y , cq, q=1..Q, 

and th e  norm al c lass, cQ+ 1. A dditionally , th e  training  se t TRj is re duc e d to TRi,j using  th e  

proje c tion func tion, π(), and se le c te d fe ature  subse t, Fi⊂ F
j
 ={fl, l=1..Lj}. F or instanc e , th e  

re duc e d training  se t ( )  TRTR
jFji

i

,, π= suc h  th at th e  f e ature  subse t { }
1..1,

−
==

jli
LlfF , 

c onsists of Ntr unlabe le d data e x am ple s. T e sting  and v alidation data se ts of e ac h  log  ty pe  j  

inc luding  re spe c tiv e ly  Nts and Nvs unlabe le d data instanc e s are  g iv e n by : 

{ }
ts

u

l

u

uuj
N..u,x,...,xx/xTS

j

11 =>=<= and { }
vs

v

l

v

vvj
N..v,x,...,xx/xVS

j

11 =>=<= . 

S im ilarly  to th e  training  se t, th e y  are  re duc e d if  re q uire d re spe c tiv e ly  for g e ne rate d de te c tion 

m ode ls e v aluation and v alidation.   

In th e  idrs fram e w ork , de te c tion m ode ls c onstruc tion, using  m ac h ine  le arning  or oth e r 

te c h niq ue s, is pre c e de d by  a f e ature  se le c tion ste p. A  w rappe r approac h  is adopte d in th is ste p 

w h e re  th e  le arning  te c h niq ue s inv olv e d in g e ne rating  de te c tion m ode ls are  also inc lude d in 

se le c ting  re le v ant f e ature s for th e m . F or e ac h  log  ty pe  j, its de te c tion m ode l subse t DMj 

inc lude s Nj m ode ls, DMj={Mi / i=1..Nj}. E v e ry  de te c tion m ode l, Mi ∈DMj, is g e ne rate d using  

a re duc e d fe ature  se t Fi⊂F
j
, Fi ={fl, l=1..P}, as furth e r disc usse d in se c tion § 4.4. In addition, 

its re duc e d training , v alidation and te sting  data se ts are  de riv e d using  th e  proje c tion func tion, 

π( ), its se le c te d f e ature  subse t, Fi, and datase ts of log  ty pe  j re spe c tiv e ly , 

( ){ }
trir

r

p

r

rrrj,i
N..r,Cy,x,...,xx/y,xTR 11 =∈>=<= ,   { }

vs

v

p

v

vvj,i
N..v,x,...,xx/xVS 11 =>=<=  

and { }
ts

u

p

u

uuj,i
N..u,x,...,xx/xTS 11 =>=<= . A  g e ne rate d de te c tion m ode l using  supe rv ise d 

m ac h ine  le arning  te c h niq ue  h as an output se t, Ci={cq, q=1..Ni,j}⊆ C. T h e  latte r e num e rate s 

c lasse s of patte rns re c og niz able  by  th e  de te c tion m ode l, Mi.  

A dditionally , in th e  propose d idrs fram e w ork , de te c tion profile s are  de f ine d for c onstruc te d 

de te c tion m ode ls. T h e y  are  sav e d by  th e  idrs k now le dg e  base . D e te c tion profile s subse ts are  

re q uire d in fulf illing  c ritic al proc e sse s of th e  m ultim ode l analy sis c om pone nt in th e  propose d 

idrs fram e w ork . F or e v e ry  log  ty pe  j, th e  c orre sponding  de te c tion profile  se t, DPj, is 

de te rm ine d de pe nding  on its de te c tion m ode ls in DMj, DPj={Pi, i=1..Nj}. E ac h  profile , Pi, is a 

data struc ture  supporting  g e ne ration, h istoric al and pe rform anc e  inform ation on th e  de te c tion 

m ode l Mi.  

G e ne ration inform ation inc lude s th e  re pre se ntation of c om pute d de te c tion m ode l suc h  as a 

rule  se t, tre e  struc ture  or oth e rs, as illustrate d in c h apte r 6 . It additionally  c onc e rns th e  output 
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se t, re le v ant f e ature  subse ts and le arning  se t of th e  g e ne rate d de te c tion m ode l. R e le v ant 

f e ature  subse ts of a de te c tion m ode l, Mi, are  de te rm ine d de pe nding  on its output c lasse s of Ci 

and th e  training  se t of c onside re d log  ty pe , TRj. F or e v e ry  output c lass, cq∈ Ci, its re le v ant 

f e ature  subse t, Fi,q, is de riv e d from  attribute s of log  ty pe  j, F
j
, base d on a w rappe r approac h . 

S e le c te d fe ature  subse ts of dif f e re nt output c lasse s in Ci, {Fi,q, cq∈Ci, q=1..Ni,j}, are  th e n 

inv olv e d in spe c if y ing  th e  ov e rall se t, Fi. T h e  latte r w ill se rv e  in g e ne rating  de te c tion m ode l 

Mi as subse q ue ntly  de taile d in se c tion § 4.4. T h e  le arning  se t of a de te c tion m ode l, ζi ⊂ TRi,j, 

inc lude s all re c og niz e d data instanc e s of th is m ode l w h e n te ste d using  its training  se t, 

( ) ( ) ( ){ }
trrrij,irrrri

N..r,yxM,TRy,x/y,x 1==∈=ζ . L e arning  se ts of de te c tion m ode ls are  

re q uire d by  dif f e re nt proc e sse s of th e  propose d idrs fram e w ork , spe c if ic ally  de te c tion m ode ls 

fusion w ith in th e  m ultim ode l analy sis c om pone nt, as disc usse d in se c tion § 4.6 .5 . T h e y  are  

also re v ise d using  h istoric al data se ts of g e ne rate d de te c tion m ode ls and inv olv e d in updating  

th e m . 

H istoric al inform ation foc use s on pre v ious e x pe rie nc e s of de te c tion m ode ls. T h e  h istoric al 

data se t, Hi, of e ac h  de te c tion m ode l, Mi∈DMj, sum m ariz e s its e arlie r inv olv e m e nts in 

analy z ing  log  data. It sav e s proc e sse d log  data e x am ple s at diff e re nt tim e  points and 

assoc iate d asse ssm e nts, both  of th e  partic ipating  and c om bine d de te c tion m ode ls. T h e  

h istoric al data se t of  e ac h  de te c tion m ode l se rv e s in dy nam ic ally  re v ising  its le arning  se t and 

th e n in re inforc ing  its de te c tion c apabilitie s. T h is is de taile d in a subse q ue nt se c tion of  c h apte r 

4. A dditionally , h istoric al data se ts are  also inc lude d in updating  te sting  pe rform anc e s of 

de te c tion m ode ls. 

P e rform anc e  inform ation of a de te c tion m ode l sum m ariz e s its de te c tion e f f e c tiv e ne ss using  

c orre sponding  v alidation and te sting  data se ts. R e lativ e  sc ore s of de te c tion m ode ls, sri,j,  

c onside re d in our idrs fram e w ork , e x pre ss th e ir pe rform anc e s. T h e y  are  asse sse d using  

v alidation and te sting  c onfusion m atric e s of de te c tion m ode ls for inc lude d log  ty pe s as furth e r 

disc usse d in se c tion § 4.4. M ore ov e r, th e  re lativ e  sc ore  of a de te c tion m ode l is re v ise d e ac h  

tim e  it is inv olv e d in an analy sis task . In suc h  c ase , th e  te sting  c onfusion m atrix  of th e  

de te c tion m ode l is update d using  its h istoric al data se t. F or e v e ry  de te c tion m ode l, Mi, 

v alidation and te sting  c onfusion m atric e s re spe c tiv e ly  VMi and TMi are  sav e d by  its profile . 

T h e y  are  inv olv e d in diff e re nt c om putation ste ps of th e  m ultim ode l analy sis c om pone nt 

inc luding  se le c tion and fusion of de te c tion m ode ls. 
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A  de te c tion profile  sav e s all abov e  disc usse d inform ation. F or e ac h  log  ty pe  j, c om pute d 

profile  se t, DPj= {Pi, i=1..Nj}, de pe nds sole ly  on g e ne rate d de te c tion m ode ls for th at log  ty pe , 

DMj= { Mi, i=1..Nj}. E ac h  profile , Pi ∈ DPj, c onc e rns a sing le  de te c tion m ode l Mi, Mi∈DMj. 

It is re pre se nte d by  a m ultidim e nsional data struc ture , Pi =< Mi, Ci,{Fi,q, q=1..Ni,j}, Fi, ζi, Hi, 

VMi, TMi, sri,j> ,  th at sav e s re q uire d inform ation on th e  c orre sponding  de te c tion m ode l. 

D e te c tion profile s are  built and update d by  th e  g e ne ration c om pone nt of th e  idrs fram e w ork , 

disc usse d late r in th is c h apte r. F urth e rm ore , th e y  are  re q uire d by  proc e sse s of th e  m ultim ode l 

analy sis c om pone nt of our fram e w ork  in e v aluating  th e  se c urity  state  of  th e  m onitore d 

sy ste m , se le c ting  de te c tion m ode ls and proc e ssing  log  data as disc usse d in c h apte r 4.  

In th e  propose d idrs fram e w ork , analy sis and de te c tion proc e ss pe rform s in ne ar re al tim e . A t 

e ac h  tim e  point t, log  data of dif f e re nt ty pe s are  c olle c te d and pre proc e sse d by  th e  

c orre sponding  c om pone nt of th e  idrs fram e w ork . T h e  re sulting  data se t, Dt={xt,1,… , xt,j, … , 

xt,J }, is analy z e d using  dy nam ic ally  se le c te d de te c tion m ode l subse ts, e ac h  of w h ic h  c onc e rns 

a sing le  log  ty pe . Initially , a subse t of c andidate  de te c tion m ode ls, {CSj / CSj ⊆ DMj, j=1..J}, 

is de te rm ine d for e ac h  log  ty pe . Its c andidate s are  alre ady  built using  se le c te d fe ature  se ts of 

th e  c onside re d log  ty pe . T h e n, th e  m ost e f f e c tiv e  c om bination of th e se  m ode ls, St,j={Mi/ Mi∈ 

CSj } and St={ St,j,j=1..J}, to proc e ss c urre ntly  av ailable  log  data of ty pe  j, are  ide ntif ie d 

re ly ing  on an inte g rate d c rite rion. T h e  latte r inc lude s e nv ironm e nt and m ode l de pe nde nt 

fac tors th at foc us re spe c tiv e ly  on attac k  sig ns and pe rform anc e s of  de te c tion m ode ls, as 

re spe c tiv e ly  e x plaine d in se c tions § 4.4.4 and § 4.4.  

In th e  de sig ne d m ultim ode l analy sis c om pone nt of th e  idrs fram e w ork , e v e ry  data e x am ple  of  

g iv e n ty pe , xt,j ∈Dt, j=1..J, is proc e sse d by  de te c tion m ode ls of th e  c orre sponding  c om bination, 

St,j ⊂ St, j=1..J. D e te c tion m ode ls are  assum e d inde pe nde nt and prov iding  outputs at th e  

abstrac t le v e l { cq / cq∈Ci, i=1..|St,j|, j=1..J}. T h e y  are  fuse d to de riv e  th e  f inal de c ision of th e  

c om bine d de te c tion m ode l on c urre ntly  log g e d and analy z e d ac tiv itie s of th e  m onitore d 

c om puting  e nv ironm e nt. D if f e re nt fusion le v e ls are  disc usse d in se c tion §  4.6 , am ong  th e se , 

th e  de c ision le v e l is only  be ing  c onside re d by  our c om bine d de te c tion m ode l. F urth e rm ore , 

m any  fusion m e th ods ope rating  at th e  de c ision le v e l h av e  be e n e x pe rim e nte d in pre v ious 

w ork s [18 4], [18 5 ] , [412]. H ow e v e r, e v ide ntial c om bination m e th ods are  spe c if ic ally  

c onside re d in our idrs fram e w ork . T h is is due  to tw o m ain re asons. O n one  h and, e v ide ntial 

fusion rule s are  use ful in de aling  w ith  unc e rtainty  in de te c tion m ode ls de c isions and inc luding  

c onte x t de pe nde nt inform ation w ith in th e  c om bination proc e ss. O n th e  oth e r h and, m ost of 
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th e m  are  appropriate  in c oping  w ith  c onflic t situations be tw e e n se le c te d de te c tion m ode ls. 

T h e  propose d c om bination m e th od re lie s on th e  T ransfe rable  B e lie f  M ode l, T B M , of  S m e ts. It 

fulf ills tw o fusion stag e s w ith in and be tw e e n se le c te d c om binations of de te c tion m ode ls, St,j ⊂ 

St, j=1..J. T h e  m ain ste ps of th e  fusion proc e ss are  pre se nte d in de tail in se c tion § 4.6 .5  of th e  

ne x t c h apte r. F or e ac h  proc e sse d log  data se t, Dt, th e  c om bine d de te c tion m ode l prov ide s a 

de taile d de c ision. T h e  latte r c orre sponds to th e  assig ne d labe l to analy z e d sy ste m  ac tiv itie s 

and its c onfide nc e  v alue . M ultim ode l analy sis c om pone nt de c ision on c urre ntly  re porte d and 

proc e sse d se c urity  state  of th e  m onitore d c om puting  e nv ironm e nt is th e n forw arde d to th e  

re sponse  c om pone nt.  

T h e  c om bine d de te c tion m ode l de c ision is c ritic al to risk  driv e n re sponse  c om pone nt of th e  

propose d idrs fram e w ork . It is re q uire d to e v aluate  risk  position of th e  m onitore d sy ste m  and 

de sig n c ost e f f e c tiv e  re sponse  prog ram s ag ainst attac k s fac ing  it. A s suc h , a risk  m ode l is 

de v e lope d for th e  re sponse  c om pone nt of our idrs fram e w ork . It foc use s on asse ssm e nt and 

tre atm e nt of c om puting  e nv ironm e nt risk s. F urth e rm ore , it use s se v e ral param e te rs in addition 

to th e  ag g re g ate d de c ision of th e  m ultim ode l analy sis c om pone nt, inte rpre te d in th is c onte x t 

as th e  probability  of th re at oc c urre nc e . T h e  de sig ne d risk  m ode l is an e x te nsion of g e ne ric  

m ode ls suc h  as A nnual L oss E x pe c tanc y  (A L E )  of D oD  and risk  m e th odolog ie s of N ational 

Institute  of S tandard and T e c h nolog y  (N I S T ) , to m e e t re q uire m e nts of th e  m onitore d 

c om puting  e nv ironm e nts [149 ], [325 ]. It inc lude s tw o additional c om pone nts, im plic itly  

c onside re d by  g e ne ric  m ode ls, in asse ssing  risk s of  th e  c om puting  e nv ironm e nt, as 

sum m ariz e d in se c tion § 5 .2. T h e se  c om pone nts c onc e rn re spe c tiv e ly  th e  se v e rity  of supporte d 

v ulne rabilitie s and e f f e c tiv e ne ss of  ope rational se c urity  c ontrols of th e  m onitore d c om puting  

e nv ironm e nt and its asse ts. T h e  form e r foc use s on pote ntial e x te nt of  h arm  c ause d by  

m ounte d attac k s k now n th at th e  g rav ity  le v e l of supporte d w e ak ne sse s by  asse ts of th e  targ e t 

sy ste m . T h e  latte r c om pone nt inste ad tak e s ac c ount of re duc tion e f f e c t of de ploy e d se c urity  

c ounte rm e asure s on c om puting  e nv ironm e nt inflic te d dam ag e  by  m ounte d attac k s.   

In th is w ork , th e  de sig ne d re sponse  c om pone nt is base d on norm aliz e d risk  m anag e m e nt 

m ode l. T h e  latte r is m ainly  inspire d by  th e  risk  m anag e m e nt standard of I S O -27 005  and oth e r 

risk  standards and se c urity  g uide line s [149 ], [17 3], [17 5 ] , [325 ]. It inc lude s tw o m ajor and 

inte rde pe nde nt parts of risk  asse ssm e nt and risk  tre atm e nt, as re c om m e nde d by  I S O -27 005 . 

T h e  f irst part re lie s on tw o ste ps re spe c tiv e ly  of risk  param e te rs ide ntif ic ation and e v aluation 

in orde r to asse ss th e  basic  risk  of th e  targ e t sy ste m  w h e n attac k e d. In th is re port, w e  

inte rc h ang e ably  use  risk  param e te rs or risk  e le m e nts. T h e  se c ond part c om ple m e nts th e  f irst 
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one . I t aim s at tre ating  asse sse d risk s th roug h  c h oosing  a tre atm e nt option and im ple m e nting  

its unde rly ing  ac tions.  

In th e  propose d m ode l, th e  f irst ste p of th e  asse ssm e nt part foc use s on ide ntif ic ation and 

de te rm ination of diff e re nt risk  param e te rs re ly ing  on inc lude d risk  c om pone nts. In th is ste p, 

six  risk  e le m e nts are  c onside re d in de te rm ining  risk  of th e  m onitore d sy ste m  and asse ssing  

th e ir m one tary  v alue s. T h e y  are  struc ture d into th re e  m ain g roups of risk  e x posure , 

v ulne rabilitie s se v e rity  and c ontrols e f f e c tiv e ne ss. T h e  e x posure  g roup c onc e rns indire c t risk  

e le m e nts, nam e ly , asse t v alue , im pac t and th re at lik e lih ood. T h e se  param e te rs are  inv olv e d in 

de te rm ining  risk  e x posure , th e  pote ntial dam ag e  due  to m ounte d attac k s, of th e  m onitore d 

sy ste m  or its targ e t asse ts. V ulne rability  and c ontrol g roups inste ad inc lude  dire c t risk  

e le m e nts to e stim ate  re spe c tiv e ly  th e  g rav ity  of pote ntial e x ploit of supporte d f law s and 

e ff ic ac y  of de ploy e d se c urity  safe g uards. F or e ac h  ide ntifie d dire c t or indire c t risk  e le m e nt, 

de pe nde nt v ariable s inv olv e d in its e v aluation are  also de te rm ine d in th is ste p. A ll th e se  risk  

e le m e nts are  disc usse d in de tail in se c tions § 5 .2 and § 5 .3. 

In th e  propose d risk  m ode l, w e  assum e  th at th e  m onitore d c om puting  e nv ironm e nt is 

c om pose d of N asse ts de te rm ine d by  th e  c orre sponding  se t A={ai, i=1..N}. A sse ts support 

m ultiple  flaw s ide ntif y ing  th e n th e  v ulne rability  se t V, { }M..j,vV
j

1== , of th e  c om puting  

e nv ironm e nt. A dditionally , th e  m onitore d c om puting  e nv ironm e nt h as dif f e re nt se c urity  

c ontrols th at form  its initial prote c tion strate g y , { }SCs,sSS
ll
∈=0 , SC th e  se t of L possible  

se c urity  c ontrols, { }L..l,sSC
l

1== , g iv e n by  th e  A nne x  A  of th e  I S O -27 001. E ac h  asse t, ai, 

of  th e  c om puting  e nv ironm e nt is in turn de te rm ine d by  its se t of v ulne rabilitie s and an initial 

c ontrol subse t, re spe c tiv e ly , Vi ⊂ V and  SSi,0 ⊂ SS0. T h e  latte r inc lude s de dic ate d or c om m on 

c ontrols c onside re d in prote c ting  ag ainst m ounte d attac k s of th e  th re at se t T ={cq, q=1..Q} and 

T ⊂ C, th e  se t of possible  output c lasse s. 

T h e  se c ond ste p of th e  risk  asse ssm e nt part foc use s on basic  risk  e v aluation for e ac h  targ e t 

asse t and th e n th e  c om puting  e nv ironm e nt.  It tak e s ac c ount of  risk  param e te rs ide ntif ie d and 

de te rm ine d in th e  latte r ste p foc using  on risk  e le m e nts of  e x posure , v ulne rability  and c ontrol 

g roups. In th e  e v aluation ste p, basic  risk , B

i
R , of e ac h  targ e t asse t, ai, is e stim ate d base d on 

its e x posure  due  to de te c te d attac k , cq, v ulne rabilitie s se v e rity  and c ontrols e f f e c tiv e ne ss th at 

re spe c tiv e ly  de f ine  param e te rs Xi,q, Yi and Zi,0 . T h e re fore , it is e x pre sse d as a func tion of th e se  

param e te rs, ( )
0,iiq,i

B

i
Z,Y,XR Φ=  as de taile d in se c tion § 5 .4. T h e  e x posure  de te rm ine s th e  
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pote ntial loss infle c te d by  th e  de te c t attac k , cq, on th e  targ e t asse t, ai. It is also e stim ate d 

re ly ing  on th e  im pac t of th e  v ic tim , Ii, and th e  lik e lih ood of  de te c te d th re at, Li,q, as stre sse d by  

de fine d func tion to th is aim , in se c tion § 5 .4. T h e  im pac t e le m e nt asse sse s th e  pote ntial loss of 

an asse t due  to its supporte d v ulne rabilitie s, Vi. It tak e s ac c ount of th e  asse t v alue  and im pac t 

fac tors of de te rm ine d c ate g orie s of v ulne rabilitie s de pe nding  on th e ir e x ploit g oals. T h e  

lik e lih ood of a de te c te d th re at e x pre sse s to w h ic h  de g re e  it is suc c e ssful suc h  th at th e  norm al 

func tion of th e  targ e t asse t is affe c te d. It is e stim ate d base d on th e  c om bine d de c ision of th e  

m ultim ode l analy sis and de te c tion e ng ine  and th e  failure  rate  of ope rational se c urity  c ontrols. 

T h e  latte r rate  e x pre sse s to w h ic h  de g re e  func tional c ontrols are  inc apable  to de f e nd ag ainst 

th e  e x ploit of supporte d v ulne rabilitie s by  th e  de te c te d th re at. V ulne rabilitie s se v e rity  and 

c ontrols e f f e c tiv e ne ss are  both  de te rm ine d base d on supporte d f law s of an asse t. T h e  form e r 

risk  e le m e nt sole ly  c onside rs f law  g roups, de te rm ine d using  e x ploit g rav ity  c rite rion, and 

se v e rity  sc ore s of assoc iate d v ulne rabilitie s. T h e  latte r e le m e nt tak e s ac c ount of diff e re nt 

v ulne rability  c ate g orie s, ide ntif ie d re ly ing  on e x ploit g oal c rite rion, and e stim ate d e f fic ac ie s 

of ope rational se c urity  c ontrols in de fe nding  ag ainst supporte d f law s. E x pre sse d func tions and 

de sig ne d proc e sse s to e v aluate  basic  risk  and assoc iate d param e te rs are  pre se nte d in de tail in 

se c tion § 5 .4. 

A ppraise d basic  risk  of th e  m onitore d sy ste m , R
B
, due  to m ounte d and de te c te d attac k s is th e n 

tre ate d in th e  se c ond part of th e  propose d risk  m anag e m e nt m ode l. T h e  m itig ation option is 

c h ose n in th is part. It aim s at re duc ing  th e  asse sse d basic  risk  suc h  th at th e  re sulting  re sidual 

risk , R

k
R , of th e  c om puting  e nv ironm e nt doe sn’t e x c e e d a pre spe c if ie d tole ranc e  le v e l, τ ,  

w ith  re spe c t to alloc ate d se c urity  budg e t, β. T h e  re sidual risk  of th e  c om puting  e nv ironm e nt, 

R

k
R , c orre sponds to unm itig ate d risk  af te r apply ing  se le c te d c ontrol c om bination or  a se c urity  

strate g y , SSk={sl, l=1..Lk}and )(
k

BRR

k
SS,RRR = . In our re sponse  c om pone nt, de sig ne d risk  

m itig ation proc e ss is c apable  to de te rm ine  th e  optim al se c urity  strate g y , ∗

k
SS , th at m inim iz e s 

both  th e  re sidual risk  and se c urity  inv e stm e nt c ost. T h e re fore , a m inim iz ation prog ram  w as 

de v e lope d w ith  th is aim . T h e  risk  c ost func tion c onside re d by  th is prog ram  tak e s ac c ount of 

both  dam ag e  c ost and re m e diation c ost. T w o m ain c onstraints are  assoc iate d to th e  risk  c ost 

m inim iz ation prog ram . T h e y  e nsure  for e ac h  de sig ne d se c urity  strate g y  th at re ac h e d re sidual 

risk  and c ost of se le c te d c ontrols do not e x c e e d re spe c tiv e ly  th e  tole ranc e  le v e l and th e  

se c urity  budg e t.  
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T h e  de v e lope d m inim iz ation prog ram  c onside rs e f f e c ts of both  installe d and adde d se c urity  

c ontrols on risk  c ost. O ptim al se c urity  strate g ie s de te rm ine d by  th is prog ram  to de fe nd ag ainst 

de te c te d th re ats are  c ost e f f e c tiv e . F urth e rm ore , th e y  inc lude  appropriate  c ontrols from  th ose  

re c om m e nde d by  se c urity  e x pe rts for de te c te d attac k s. D if f e re nt c ontrols of  de sig ne d re sponse  

strate g ie s and e x pe rt re c om m e nde d subse ts are  e x trac te d from  th e  A nne x  A  of th e  I S O -27 001, 

th e  se t of  possible  se c urity  c ounte rm e asure s applic able  to th e  inform ation se c urity  dom ain. 

T h e se  tw o parts of  th e  propose d risk  m anag e m e nt m ode l and th e ir assoc iate d ste ps are  

th oroug h ly  disc usse d in th e  re spe c tiv e  se c tions § 5 .3, § 5 .4 and § 5 .5 , of  th e  c h apte r 5 . 

F ollow ing  se c tion pre se nts th e  f ram e w ork  struc ture  th at supports propose d im prov e m e nts and 

c ope s w ith  th e  c h alle ng e s of future  idrs sy ste m s.  

3.2.2 Arch itecture 

N e w  re q uire m e nts of future  idrs sy ste m s, pre v iously  introduc e d, are  supporte d by  c om pone nts 

of th e  follow ing  arc h ite c ture .  

 

 

 

 

 

 

Fig ure 3.1: Idrs framework structure 

B asic  c om pone nts inc lude d in th is struc ture  de al w ith  c ritic al task s of pre paration, ac tion and 
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D e te c tion m ode ls g e ne ration and k now le dg e  base  c om pone nts re pre se nt tw o e x te nsions of 

C I D F  f ram e w ork .  

C I D F  inspire d c om pone nt of our arc h ite c ture  foc use s on diff e re nt proc e ssing  ste ps of idrs 

sy ste m . In th e  propose d idrs m ode l, struc tural re c om m e ndations of C I D F  are  fulfille d and its 

c om pone nts nam e ly  E v e nt, A naly sis, R e sponse  and D atabase -box e s are  c onside re d. H ow e v e r, 

in th is w ork  a spe c ial atte ntion is g iv e n to c ritic al c om pone nts of C I D F  inc luding  analy sis and 

re sponse  box e s, re g arding  abov e  de f ine d proble m . A  m ultim ode l approac h  is adopte d in 

de sig ning  A -box e s. M ore ov e r, a risk  driv e n approac h  is inv olv e d in m ode ling  R -box e s. B oth  

c om pone nts and th e ir assoc iate d proc e sse s are  re spe c tiv e ly  de taile d in c h apte rs 4 and 5 . 

K now n th e  C I D F  f ram e w ork , th e  abov e  pre se nte d arc h ite c ture  e nh anc e s th is g e ne ric  idrs 

struc ture . It e x te nds basic  c om pone nts of C I D F  by  adding  P -box e s and K -box e s re spe c tiv e ly  

for pre paration and k now le dg e  base  c om pone nts. T h e  form e r c om pone nt c onc e rns g e ne ral 

c onditions and basic  ste ps tow ards c om puting  appropriate  de te c tion m ode ls. T h e  latte r inste ad 

foc use s on th e  inte g ration dom ain de pe nde nt k now le dg e  in th e  idrs proc e ss. S ix  inste ad of 

four c om pone nts of C ID F  is w e ll adapte d and e x tre m e ly  use ful to satisf y  re q uire m e nts of 

future  g e ne ration of idrs. F urth e rm ore , it e nsure s appropriate  bac k g round to support furth e r 

idrs im prov e m e nts re q uire d for e v olv ing  c om puting  e nv ironm e nts inc luding  h ig h  spe e d 

ne tw ork  and paralle l sy ste m s. 

3.2.3 Intrusion detection and response life cy cle 

T h e  propose d idrs fram e w ork , th roug h  its diff e re nt c om pone nts, inv olv e s follow ing  ste ps’ 

ac tiv itie s:  

i. P re lim inary  traf fic  analy sis and idrs m ode l g e ne ration  

ii. S e c urity  analy sis tow ards f e ature  base d m ode ls se le c tion 

iii. F usion of se le c te d m ode ls 

iv . R e al tim e  risk  driv e n se c urity  or re sponse  prog ram  de sig n 

v . K now le dg e  c re ation and polic y  base d e v aluation and v alidation of idrs k now le dg e  

P re v iously  disc usse d idrs c om pone nts are  c onc e rne d w ith  th e se  ac tiv itie s th at c ov e r 

pre paration, de te c tion, re sponse  and re v ision ste ps during  th e  idrs proc e ss. T h e y  partic ipate  in 

idrs lif e  c y c le  by  fulfilling  sing le  or se v e ral of its ac tiv itie s. Initial ste p’s ac tiv itie s c onc e rn 

de te c tion m ode l de v e lopm e nt c om pone nt. T h e  latte r pre proc e sse s training  datase ts in orde r to 
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ide ntif y  m ost appropriate  pre dic tor fe ature s. T h e n, training  datase ts are  re duc e d re g arding  

se le c te d f e ature  subse ts. T h e  re sulting  data se ts se rv e  ne x t in c onstruc ting  de te c tion m ode ls, 

w h ic h  are  sav e d for subse q ue nt use .  

N e x t th re e  ste ps of th e  lif e  c y c le  are  about ac tiv itie s ac h ie v e d by  tw o m ain c om pone nts, 

analy sis and re sponse , of th e  idrs fram e w ork . T h e  m ultim ode l analy sis c om pone nt trac k  sig ns 

of m alic ious e v e nts and c ontrol c h ang e s of re le v ant f e ature s for any  te ste d data se t. It 

ide ntif ie s subse ts of  f e ature  e x h ibiting  re m ark able  c h ang e s to sav e d re f e re nc e s. T h e se  f e ature  

subse ts are  th e n inv olv e d in se le c ting  diff e re nt de te c tion m ode l c om binations to analy z e  

c olle c te d datase ts and e x plain th e  orig in of supporte d c h ang e s. A f te rw ards, th e  analy sis 

c om pone nt c om bine s subse ts of se le c te d de te c tion m ode ls at th e  de c ision le v e l. D e c isions 

m ade  by  th e  c om bine d de te c tion m ode l and oth e r param e te rs are  re q uire d to th e  risk  driv e n 

re sponse  c om pone nt. T h e  latte r asse sse s dam ag e  inc urre d as a re sult of de te c te d attac k s. 

D e pe nding  upon th e  re ac h e d dam ag e  le v e l, it de sig ns m ost appropriate  re sponse  strate g ie s to 

c ounte r de te c te d attac k s and re duc e  subse q ue nt risk s of th e  c om puting  e nv ironm e nt to an 

ac c e ptable  le v e l. A dditionally , it is c apable  to se le c tiv e ly  re v ise  th e  se c urity  prog ram  of th e  

m onitore d sy ste m  by  c onside ring  its c urre nt se c urity  state  and th e  de c ision of S S O . 

K now le dg e  base  c om pone nt m ainly  foc use s on th e  last ste p of th e  idrs lif e  c y c le . It c ope s w ith  

th e  c re ation and re v ision of idrs k now le dg e , w h ic h  is re q uire d by  c om pone nts of th e  idrs 

fram e w ork  and possibly  by  oth e r se c urity  sy ste m s. D e riv e d k now le dg e  c onc e rns, for instanc e , 

de te c te d attac k s, th e ir inf lic te d dam ag e s or im ple m e nte d c orre c tiv e  ac tions to rule  th e m  out. 

Idrs k now le dg e  c an be  re v ise d if  ne w  pie c e s of inform ation be c om e  av ailable . R e v ise d 

k now le dg e  inc lude s update d de te c tion m ode ls, if  appropriate  datase ts are  c olle c te d or th e ir 

le arning  se ts are  update d, and c ontrol c om binations, w h e n ne w  applic able  c ounte rm e asure s 

are  av ailable  or oth e rs are  de v e lope d. A dditionally , k now le dg e  th at c onc e rns c om puting  

e nv ironm e nt asse ts, supporte d v ulne rabilitie s or oth e r e ntitie s of th e  f ram e w ork  c an be  also 

ac q uire d, sav e d by  th e  idrs k now le dg e  base  and re v ise d.  H ow e v e r, be fore  inv olv ing  c re ate d 

or re v ise d k now le dg e  in diff e re nt task s of th e  idrs proc e ss, it sh ould be  e v aluate d and 

v alidate d. In our idrs fram e w ork , k now le dg e  re v ision, e v aluation and v alidation are  polic y  

base d ac tiv ate d. K now le dg e  re v ision, e v aluation and v alidation polic ie s spe c if y  re q uire m e nts, 

c onditions and rule s th at e nsure  e f f e c tiv e  im ple m e ntation of any  of th e se  ac tiv itie s if  re q uire d. 

D if f e re nt ac tiv itie s w ith in e ac h  ste p of th e  idrs lif e  c y c le  w ill be  de taile d in th is re port. T h e  

f irst and last ste ps of th e  lif e  c y c le  are  brie fly  disc usse d re spe c tiv e ly  in th e  ne x t tw o se c tions. 
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R e m aining  ste ps th at re pre se nt th e  m ain foc us of th is w ork  are  introduc e d in subse q ue nt 

se c tions of th e  c urre nt c h apte r and de e ply  addre sse d in th e  ne x t tw o c h apte rs. 

3.3 Detection model g eneration 

D e te c tion m ode l g e ne ration c om pone nt of th e  propose d fram e w ork  fulf ills tw o m ain 

ac tiv itie s. O n one  h and, it pre proc e sse s and form ats c olle c te d log  data w ith  re spe c t to th e  

pre spe c if ie d tim e  w indow . O n th e  oth e r h and, th e  g e ne ration c om pone nt c om pute s de te c tion 

m ode ls af te r pe rform ing  additional ac tions inc luding  f e ature  subse ts se le c tion and 

pre proc e sse d log  data re duc tion, as illustrate d by  f ig ure  3.2. B oth  ac tiv itie s are  c ritic al in 

ac h ie v ing  th e  initial ste p of th e  idrs proc e ss. T h e y  are  se le c tiv e ly  pe rform e d e ith e r to c onstruc t 

ne w  or update  e x isting  de te c tion m ode ls. In th e se  c ase s, th e  S S O  and K now le dg e  base  

c om pone nt are  inv olv e d. 

Idrs pre paration task s, assoc iate d w ith  m ode l g e ne ration c om pone nt, are  ide ntic ally  pe rform e d 

for av ailable  data se ts of diff e re nt log  ty pe s. P roc e sse d data se ts inc lude  v arious f e ature s. 

T h e y  c an be  issue d from  se v e ral sourc e s or de riv e d ac c ording  to spe c if ic itie s of c olle c te d 

log s. T h e y  are  g roupe d into m ultiple  subse ts, as m e ntione d be fore  in se c tion § 3.2.1. T h e se  

datase ts c an be  labe le d or not de pe nding  on th e ir utiliz ation, training , te sting  or v alidation, 

and c onside re d le arning  te c h niq ue s. M ore ov e r, th e y  m ay  inc lude  norm al or anom alous log  

data e x am ple s, as c ate g oriz e d by  D A R P A  [19 0], or a c om bination of th e se . 

W ith in m ode l g e ne ration c om pone nt, e ac h  data se t of g iv e n log  ty pe  inc lude s th re e  subse ts of 

training , te sting  and v alidation re spe c tiv e ly  TRj, TSj, and VSj, j=1..J. A s th e ir nam e s alre ady  

sug g e st, th e se  datase ts se rv e  re spe c tiv e ly  to th e  c onstruc tion, e v aluation and v alidation of 

de te c tion m ode ls. T h e y  support both  norm al and intrusiv e  log  e x am ple s. T h e se  datase ts are  

unlabe le d e x c e pt training  datase t th at sh ould satisf y  th e  re q uire m e nts of  se le c te d le arning  

te c h niq ue s and pre spe c ifie d output se ts for de te c tion m ode ls, Ci ⊆ C, i=1..Nj. F urth e rm ore , all 

th re e  data se ts are  re duc e d be fore  th e  g e ne ration of de te c tion m ode ls using  th e ir se le c te d 

f e ature  se ts.  

D iv e rse  artif ic ial inte llig e nc e  and data m ining  te c h niq ue s m ay  be  adopte d by  th e  m ode l 

g e ne ration c om pone nt, as disc usse d abov e . B ut in th is w ork , c om m only  applie d c lassif ic ation 

te c h niq ue s, in pre v ious ids re se arc h e s, suc h  as de c ision tre e s, support v e c tor m ac h ine , ne are st 

ne ig h bors, and oth e rs are  c onside re d. T h e y  are  use ful in building  h e te rog e ne ous de te c tion 

m ode ls for our idrs fram e w ork . C onstruc te d m ode ls are  also c om ple m e ntary  and foc us on 

diff e re nt aspe c ts th at c onc e rn norm al and intrusiv e  be h av iors. T h e re fore , th e ir fusion 
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im prov e s th e  disc rim inativ e  pow e r of th e  re sulting  c om bine d de te c tion m ode l unle ss c onflic ts 

be tw e e n th e m  are  re solv e d. F urth e rm ore , it e nh anc e s re porting  c apabilitie s (e x pre ssiv e ne ss, 

e x planation) and boosts g lobal ac c urac y  and pre c ision of th e  idrs. 

F or e v e ry  log  ty pe , j=1..J, th e  m ode l g e ne ration c om pone nt tak e s ac c ount of th e  

c orre sponding  training  se t and se le c te d le arning  alg orith m s and f e ature  subse ts in building  its 

de te c tion m ode l subse t, DMj={Mi, i=1..Ni,j}, j=1..J. R e le v ant f e ature  subse ts for de te c tion 

m ode ls are  e x trac te d from  th e  w h ole  se t of th e  g iv e n log  ty pe . T h e y  are  ide ntif ie d using  e ith e r 

se le c tion c rite rion or adopte d le arning  te c h niq ue s. T h e y  are  also re struc ture d into dif f e re nt 

subse ts de pe nding  on c onside re d output c lasse s and inv olv e d in oth e r ac tiv itie s of th e  idrs 

proc e ss, as disc usse d in se c tion § 4.4. T h e  c om m on proc e ss of  th e  de te c tion m ode l g e ne ration 

for a sing le  log  ty pe  is illustrate d by  th e  diag ram  of fig ure  3.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig ure 3.2: Detection model g eneration process 
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P re lim inary  log  analy sis ste p, as state d in th e  idrs lif e  c y c le , c ov e rs tw o e le m e ntary  and 

se q ue ntially  pe rform e d ac tiv itie s of  f e ature  se le c tion and data re duc tion. F e ature  se le c tion is 

th e  initial ac tiv ity  of m ode l g e ne ration proc e ss. It aim s at re duc ing  dim e nsionality  of log  data 

se ts be fore  proc e ssing  th e m . It c an be  im ple m e nte d base d on tw o m ain approac h e s of filte r or 

w rappe r se le c tion. T h e  form e r use s dif f e re nt c rite ria inc luding  inform ation g ain, g ain ratio or 

oth e rs, as disc usse d in se c tion § 2.2.1.1. W h e re as, th e  latte r re lie s on adopte d le arning  

te c h niq ue s to de te rm ine  re le v ant f e ature  subse ts inv olv e d in building  de te c tion m ode ls. In our 

fram e w ork , both  approac h e s are  use ful to de te c tion m ode l g e ne ration c om pone nt. 

F urth e rm ore , th e  tw o approac h e s c an be  adopte d in im ple m e nting  f e ature  se le c tion ac tiv ity  of 

th is c om pone nt’s proc e ss w ith  re spe c t to use d artif ic ial inte llig e nc e  te c h niq ue s to g e ne rate  

de te c tion m ode ls. H ow e v e r, th is w ork  tak e s ac c ount only  of c lassific ation te c h niq ue s. 

M ore ov e r, as state d in th e  lite rature , th e  w rappe r approac h  alw ay s outpe rform s f ilte r, in te rm s 

of ac c urac y , in diff e re nt dom ains, inc luding  patte rn c lassif ic ation [32], [ 7 8 ] , [15 5 ] , [38 3]. 

T h e re fore , th is approac h  is adopte d for de te c tion m ode l g e ne ration c om pone nt. A dditionally , 

se le c te d fe ature  subse ts using  w rappe r approac h  are  inv olv e d in th e  se c ond ste p of th e  idrs lif e  

c y c le , f e ature  base d de te c tion m ode l se le c tion, as de taile d in se c tion § 4.4.  

In th e  de pic te d diag ram , f e ature  subse ts are  se le c te d using  inc lude d le arning  te c h niq ue s. 

B ase d on se le c te d fe ature  subse ts, training , te sting  and v alidation datase ts are  re duc e d as 

re q uire d by  ne x t ac tiv itie s w ith in th e  g e ne ration proc e ss. A  de te c tion m ode l is th e n built by  

apply ing  th e  se le c te d le arning  te c h niq ue  on re duc e d training  se t. A f te rw ards, it is v alidate d 

and e v aluate d using  unlabe le d e x am ple s of re spe c tiv e ly  v alidation and te sting  re duc e d 

datase ts. A t th is ste p, c onfusion m atric e s of g e ne rate d m ode l are  c om pute d to be  furth e r 

inc lude d in asse ssing  its pe rform anc e , as disc usse d in se c tion § 4.4. A dditionally , th e  le arning  

se t of e ac h  de te c tion m ode l is c om pute d by  a se parate  ac tiv ity  in th e  proc e ss of th e  g e ne ration 

c om pone nt. B uilt de te c tion m ode l, its re le v ant f e ature  subse ts, c onfusion m atric e s, le arning  

se t and oth e r inform ation are  th e n inc lude d in its profile . T h e  latte r is sav e d in th e  idrs 

k now le dg e  base .  

P re se nte d proc e ss of  th e  de te c tion m ode l g e ne ration c om pone nt c an be  e nh anc e d by  inc luding  

additional ac tiv itie s. F or instanc e , data f ilte ring  ac tiv ity  pe rform e d be fore  f e ature  se le c tion 

m ay  be  re q uire d for th is proc e ss. It e lim inate s outlie rs from  training  datase ts and prov ide s 

m ore  appropriate  f e ature  se le c tion re sults th an be fore . A noth e r ac tiv ity  th at c onsists of  

struc turing  g iv e n data se ts de pe nding  on spe c ific itie s of  le arning  alg orith m s se e m s e x tre m e ly  

use ful for th is proc e ss. It aim s at prov iding  se le c te d alg orith m s w ith  appropriate  datase ts 



CHAPTER 3: The proposed Intrusion detection and response system framework 

 

 
126

be fore  re ac h ing  th e  f e ature  se le c tion ac tiv ity  [16 9 ] . T h e se  e x te nsions and oth e rs m ay  im prov e  

c apabilitie s of de te c tion m ode ls and e nh anc e  th e ir profile s in th e  k now le dg e  base . T h e  latte r 

c om pone nt and its m anag e m e nt proc e ss are  suc c inc tly  disc usse d in th e  ne x t se c tion. 

3.4  Knowledg e base manag ement 

K now le dg e  is de f ine d as ac tionable  inform ation or inform ation in a c onte x t. It c orre sponds to 

v alidate d inform ation w h ic h  is re q uire d in pe rform ing  ac tions or fulf illing  task s in a g iv e n 

c onte x t. D if f e re nt k inds of k now le dg e  are  disting uish e d inc luding  sh allow  or de e p and tac it or 

e x plic it de pe nding  re spe c tiv e ly  on a m e m ory  te rm  to ac q uire  k now le dg e  (sh ort te rm  m e m ory )  

and e ase  of c odific ation (or v e rbaliz ation) [29 ], [28 1]. K now le dg e  is c re ate d, v e rif ie d and 

v alidate d be fore  transfe rring  th e m  into th e  k now le dg e  base . T h e se  ste ps form  th e  k now le dg e  

m anag e m e nt proc e ss th at allow s use ful k now le dg e  to re solv e  dom ain spe c if ic  proble m s. 

A lth oug h , m ain proc e sse s of inform ation se c urity  sy ste m s are  base d on e x pe rt and dom ain 

k now le dg e , a m inority  of th e se  sy ste m s support k now le dg e  m anag e m e nt fac ility  as one  of 

th e ir basic  c om pone nts. A s an e x am ple  in ids sy ste m s, th e  analy sis and de te c tion proc e sse s 

use  k now le dg e  disc ov e re d from  c olle c te d log  data. H ow e v e r, e x isting  ids sy ste m s inc lude  

database s inste ad of k now le dg e  base s, e x c e pt th ose  base d on e x pe rt sy ste m s. T h e  c ore  

diff e re nc e  be tw e e n a k now le dg e  base  and database  is th at th e  form e r supports an infe re nc e  

e ng ine  w h ic h  is lac k ing  th e  latte r. 

K now le dg e  base  c onsists of rule  and fac t base s and an inf e re nc e  m e c h anism . T h e  inf e re nc e  

e ng ine  re lie s on a rule  base  to re v ise  e x isting  or ac q uire  ne w  k now le dg e . S uc h  rule  base d 

approac h  in de sig ning  k now le dg e  base  is th e  olde st and th e  m ost w ide ly  adopte d in c apturing  

e x pe rt k now le dg e . W h e re as, th e  last de c ade s, ontolog y  base d approac h  h as g aine d g re at 

inte re st in k now le dg e  re pre se ntation. O ntolog ie s spe c if y  form al inform ation m ode ls of 

c onc e pts of  g iv e n dom ain and th e  re lationsh ips be tw e e n th e m  [316 ], [407 ]. T h e y  are  e asily  

unde rstandable  by  c om pute r use rs and se c urity  pe rsonne l. M ore ov e r, th e y  offe r re q uire d 

f le x ibility  and upg rade ability  in re pre se nting  k now le dg e  and ac q uiring  ne w  c onc e pts w ith in 

th e  targ e t dom ain [234], [235 ], [318 ]. 

R e c e ntly , be ne f its and fle x ibility  of ontolog ie s h av e  attrac te d c onside rable  atte ntion in th e  

inform ation se c urity  dom ain. M ultiple  e x pe rim e nts h av e  be e n c arrie d out in th is dom ain to 

de riv e  use ful ontolog ie s to c lassif y  attac k s [302] and [316 ] or de sig n k now le dg e  base s [ 7 7 ] , 

[234], [235 ], [37 0]. O ntolog y  base d k now le dg e  base s are  de sig ne d in orde r to re inforc e  th e  

m anag e m e nt of inform ation se c urity  spe c if ic ally  afte r th e  public ation of th e  I S O -27 001 th at 
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foc use s on IS M S  (Inform ation S e c urity  M anag e m e nt S y ste m ) . F ollow ing  th is standard and 

k now ing  h ig h  intric ac y  of c urre ntly  de v e lope d se c urity  sy ste m s, k now le dg e  base  be c om e  a 

c ritic al c om pone nt of th e se  sy ste m s not only  for re inforc ing  se c urity  m anag e m e nt but also for 

e nh anc ing  te c h nic al se c urity , inc luding  intrusion de te c tion, v ulne rability  and th re at 

asse ssm e nt. 

O ntolog y  base d k now le dg e  base  is e f f e c tiv e  and w e ll adapte d to our fram e w ork . B ase d on 

dom ain se m antic  c apture d by  ontolog ie s, it is c apable  to prov ide  idrs c om pone nts and th e ir 

assoc iate d ac tiv itie s, in th e  idrs lif e  c y c le , w ith  re q uire d k now le dg e . A dditionally , idrs 

k now le dg e  c an be  e asily  sh are d w ith  oth e r se c urity  sy ste m s and re v ise d by  th e  S S O  or 

se c urity  e x pe rts. 

O ntolog y  proposal for our idrs k now le dg e  base  c om pone nt sh ould be  base d on pre v ious 

w ork s. It e nh anc e s e x isting  ontolog ie s in inform ation se c urity  dom ain suc h  th at ne w  c onc e pts, 

de pe nde nt to intrusion de te c tion and re sponse , and re lationsh ips be tw e e n th e m  are  inc lude d. It 

is de riv e d th roug h  a th oroug h  re v ision of idrs c om pone nts and th e ir e ntitie s. T h e  sc ope  th is 

ontolog y  is c onfine d to sole ly  c onc e rns ac tiv itie s of th e  idrs lif e  c y c le , abov e  disc usse d. M ain 

c onc e pts and re lationsh ips of  th e  intrusion de te c tion and re sponse  ontolog y  are  de pic te d in 

f ig ure  3.3 be low . 

E le m e nts of th e  idrs ontolog y  c ov e r dif f e re nt idrs proc e sse s inc luding  de te c tion m ode l 

g e ne ration, analy sis and de te c tion and re ac tion. In th is ontolog y , an asset re pre se nts any  k ind 

of w orth y  re sourc e s of th e  m onitore d c om puting  e nv ironm e nt. It supports se v e ral 

v ulne rabilitie s. Vulnerab ility re pre se nts any  w e ak ne ss th at c an se rv e  as a sourc e  of 

c om prom ise  or e x ploit. O bv iously , an exploit c onc e rns sing le  or m ultiple  v ulne rabilitie s of th e  

targ e t asse t. It is use d by  a m ale v ole nt e ntity  to m ount an attac k . A n attack c onsists of a 

c om bination of  an ag e nt (e ntity ) , m alic ious ac tions and a f ix e d g oal. It m anif e sts th roug h  

le v e rag ing  th e se  sourc e s of c om prom ise . B oth , m alic ious ac tions of attac k ing  ag e nt and 

e x pe c te d be h av ior of an asse t are  re pre se nte d by  detection profiles. B asic ally , a de te c tion 

profile  inc lude s de sig ne d m ode l th at c apture s spe c if ic itie s of g iv e n intrusiv e  or norm al 

ac tions. A dditionally , to re duc e  dam ag e  or de c re ase  th e  re aliz ation c h anc e  of  an e x ploit, a 

security strateg y is im ple m e nte d to prote c t c om puting  e nv ironm e nt asse ts. It c onsists of a 

c om bination of se c urity  c ontrols, w h ic h  are  e f f e c tiv e  ag ainst pote ntial re aliz ation of an 

e x ploit. A  control is a se c urity  c ounte rm e asure  th at h as c orre c tiv e  or pre v e ntiv e  e f f e c t on 

e x ploits re aliz ation. Risk e le m e nt c onc e rns inc urre d dam ag e  by  an asse t re g arding  an e x ploit 



CHAPTER 3: The proposed Intrusion detection and response system framework 

 

 
128

re aliz ation and im ple m e nte d se c urity  strate g ie s. H istoric al or residual risks sav e  trac e s on 

pre v iously  inf lic te d dam ag e s and th e ir tre atm e nt strate g ie s. 

 

 

 

 

 

 

 

 

 

 

Fig ure 3.3: Idrs concepts and th eir relationsh ips 

T h e  pre se nte d c onc e pts c an be  e x te nde d. A dditional e ntitie s of intrusion de te c tion and 

re sponse  f ie ld or c om m on w ith  oth e r inform ation se c urity  fie lds c an be  c onside re d in th e  idrs 

ontolog y . M ore ov e r, oth e r c onc e pts assoc iate d to inform ation se c urity  standards, g uide line s 

and be st prac tic e s are  possibly  inc lude d in th e  ontolog y . 

O ntolog y  base d idrs k now le dg e  base  de sig n and im ple m e ntation proc e ss inc lude s se v e ral 

ste ps. A utom ate d tools assoc iate d w ith  th e  ontolog y  inte g rate d e nv ironm e nt suc h  as P roté g é  

supports th e se  ste ps [131], [309 ]. P roté g é  e nv ironm e nt is an ope n sourc e  platform  assoc iate d 

w ith  use ful tools for e diting  ontolog ie s and building  ontolog y  base d applic ations. T h is 

platform  inte g rate s O W L  (O ntolog y  W e b L ang uag e )  a form al lang uag e  for e nc oding  

ontolog ie s to k now le dg e  base s. O W L  ontolog ie s are  e x pre sse d as a h ie rarc h y  of c lasse s, 

instanc e s and proprie tie s, th e  m ain O W L  c onc e pts. O W L  c lasse s foc us on ontolog y  c onc e pts 

and g roup th e ir assoc iate d dom ain instanc e s or obje c ts into diff e re nt se ts. O W L  proprie tie s or 

re lations are  binary  and link  instanc e s be tw e e n th e m  or to data ty pe s. P roté g é  platform  

e nsure s also data introduc tion for th e  k now le dg e  base . T h e  data c an be  c olle c te d from  

m onitore d sy ste m s, public  database s or also se c urity  standards. P roté g é  c an be  e x te nde d by  

v arious infe re nc e  e ng ine s, inc luding  J e ss and C L I P S  e ng ine , th at re ly  on rule s de duc e d from  

e nc ode d ontolog ie s or introduc e d m anually  [ 8 4], [131], [305 ]. S e c urity  e x pe rts and S S O  c an 
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de fine  th e ir ow n rule s and e nc ode  th e m  to th e  inf e re nc e  m e c h anism  th roug h  tools suc h  as 

D L R ule  and S W R L  (S e m antic  W e b R ule  L ang uag e )  th at foc us on O W L  h ie rarc h ie s [ 7 6 ] , 

[106 ], [120], [129 ], [407 ].  

T h e  idrs k now le dg e  base  supports k now le dg e  c re ate d by  proc e sse s of th e  infe re nc e  

m e c h anism . B e fore  apply ing  ac q uire d k now le dg e , it sh ould be  e v aluate d and v alidate d. P olic y  

base d e v aluation and v alidation strate g y  of idrs k now le dg e  re lie s on tw o m ain ste ps. T h e  

e v aluation ste p te sts idrs func tion w ith  c onside ration of c re ate d k now le dg e . It aim s at 

asse ssing  th e  c onsiste nc y  of ne w ly  de riv e d k now le dg e . T h e  v alidation ste p inste ad foc use s on 

idrs pe rform anc e  afte r inte g rating  ac q uire d k now le dg e . T h e  se le c tion, use  and inte rpre tation 

of de c ision c rite ria assoc iate d w ith  both  ste ps sh ould be  also polic y  base d f ix e d. M ore ov e r, 

th e  e v aluation and v alidation polic ie s e x plic itly  de te rm ine  pe rform ing  re q uire m e nts of e ac h  

ste p’s proc e ss. 

K now le dg e  base  de sig n and im ple m e ntation for idrs inc lude  m any  c om ple x  task s. D isc usse d 

c onc e pts and re lationsh ips are  th e  c ore  e le m e nts of th e  idrs ontolog y . T h e  latte r re q uire s 

furth e r e x te nsions and de e pe r e nh anc e m e nts to e f f e c tiv e ly  m e e t k e y  re q uire m e nts of  idrs 

sy ste m s. F urth e rm ore , idrs k now le dg e  base  de v e lopm e nt re q uire s m ore  e f fort to c om e  up w ith  

appropriate  c re ation, e v aluation, and v alidation proc e sse s. A dditionally , th e  k now le dg e  

c re ation proc e ss sh ould c ope  w ith  autom atic  (infe re nc e  and idrs proc e sse s) and m anual 

k now le dg e  ac q uisition. W h e re as, e v aluation and v alidation proc e sse s sh ould de al w ith  

k now le dg e  appropriate ne ss and sy ste m  e f f ic ie nc y . F urth e r inv e stig ations of all th e se  

proc e sse s m ay  be  e x tre m e ly  use ful for idrs and oth e r se c urity  sy ste m s supporting  k now le dg e  

base  c om pone nt.   

3.5  CIDF inspired idrs model 

T h e  propose d idrs fram e w ork  c om plie s w ith  C I D F  standard. T h e  c om m on struc ture s of 

diff e re nt C I D F  c om pone nts are  inc lude d in our m ode l, as pre se nte d be fore , to e nsure  re q uire d 

m odularity  and inte rope rability  w ith  oth e r sy ste m s. H ow e v e r, c ore  c om pone nts of  C I D F  

nam e ly  analy sis and re sponse , re spe c tiv e ly  A -box e s and R -box e s, only  h av e  re c e iv e d 

c onside rable  atte ntion in th is th e sis. M ultim ode l base d A -box e s are  de sig ne d in th e  propose d 

idrs fram e w ork . T h e y  re ly  on dy nam ic  se le c tiv e  c om binations of de te c tion m ode ls to fulf ill 

analy sis and de te c tion task s. T h e ir se le c tion proc e sse s dy nam ic ally  ide ntif y  m ost e f f e c tiv e  

de te c tion m ode ls to be  inc lude d in th e  c urre nt analy sis task . S e le c te d de te c tion m ode l 

c om binations are  th e n h ie rarc h ic ally  fuse d w ith in an e v ide ntial e nv ironm e nt using  th e  
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propose d c om bination proc e ss. A f te r th at, th e  c om bine d de c ision of A -box e s is forw arde d to 

risk -driv e n R -box e s in orde r to se le c t th e  m ost appropriate  c orre c tiv e  ac tions. R -box e s are  

base d on de v ise d risk  m anag e m e nt m ode l. T h e  latte r is c om pliant w ith  risk  standards of F I P S  

6 5  and IS O -27 005  and m e e ts obje c tiv e s of N I S T  g uide line s, N I S T  S P 8 00-30. It supports tw o 

m ain proc e sse s of risk  asse ssm e nt and risk  tre atm e nt. T h e  form e r ide ntifie s and appraise s 

dam ag e s inc urre d by  targ e t asse ts of th e  c om puting  e nv ironm e nt due  to de te c te d attac k s. 

W h ile , th e  latte r pe rform s an optim iz ation prog ram  to re trie v e  c ost-e f f e c tiv e  re sponse  

strate g ie s th at rule  out de te c te d th re ats and re duc e  inf lic te d risk s to an ac c e ptable  le v e l. 

P roc e sse s of A -box e s and R -box e s are  de taile d re spe c tiv e ly  in c h apte r 4 and 5  of th is re port. 

3.6  Conclusion  

In th is c h apte r, w e  h av e  introduc e d th e  propose d idrs fram e w ork  and de taile d its struc ture  and 

th e  assoc iate d idrs lif e  c y c le . F urth e rm ore , w e  h av e  brie f ly  disc usse d adde d c om pone nts, 

nam e ly  de te c tion m ode l g e ne ration and k now le dg e  base  c om pone nts, to C I D F  f ram e w ork , 

th e ir use fulne ss and pote ntial tools to de al w ith  th e m . T h e se  tw o c om pone nts e nh anc e  idrs 

sy ste m s at func tional and inte rope rability  le v e ls. T h e  f irst c om pone nt e x te nds th e  idrs proc e ss 

by  inc luding  pre paration task s th at e m ph asiz e  th e  ne w  re q uire m e nt of e x isting  and future  idrs. 

W h ile  th e  se c ond c om pone nt foc use s on th e  inte g ration of  dy nam ic ally  c h ang ing  inste ad of 

static  k now le dg e  in idrs and e nsure s th e ir inte rac tion w ith  oth e r se c urity  sy ste m s. In addition 

to struc tural im prov e m e nts and th e ir be ne f its for idrs, oth e r func tional e nh anc e m e nts th at 

c onc e rn analy sis and re ac tion c om pone nts are  introduc e d in c urre nt c h apte r and de taile d in th e  

ne x t tw o one s. T h e  m ultim ode l analy sis c om pone nt of  th e  propose d fram e w ork  is pre se nte d in 

th e  follow ing  c h apte r. O nly  supe rv ise d c lassif ic ation te c h niq ue s are  c onside re d in de sig ning  

th e  m ultim ode l analy sis and de te c tion e ng ine  and study ing  and m ode ling  its proc e sse s. 
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CHAPTER 4 

 ADAPTIVE ANALYSIS AND DETECTION  

4.1 Introduction 

A ccording  to CIDF  fra mework, intrusion detection systems should include sing le or multiple 

A -boxes. A na lysis a nd detection components or A -boxes pla y a  centra l role in idrs process. 

T hey process log  da ta  initia lly collected, preprocessed a nd forma tted by ev ent g enera tors, E -

boxes. T heir decisions a bout the current security sta te of  the ta rg et system a re sent ba ck to the 

response component or R -boxes of the idrs. 

E -boxes prov ide A -boxes with req uired log  da ta  to perform a na lysis a nd detection ta sks. T hey 

a re implemented by sensors tha t collect log  da ta  a t different lev els including  a pplica tion, host 

a nd network. Moreov er, E -boxes a llow v a rious types of log  da ta  depending  on their 

g ra nula rity. B a sed on these two criteria , na mely opera tion a nd g ra nula rity lev els, sev era l 

ev ent g enera tion mecha nisms a re disting uished. Ma in ta xonomies a nd widely a dopted cla sses 

of log g ing  mecha nisms a re discussed in this cha pter. 

A -boxes a re differently desig ned from a n ids to a nother, but their ma in role should be 

preserv ed wha tev er their desig n a nd detection principles. T hey ca n be sing le model ba sed A -

boxes a s commonly encountered in the ma jority of existing  ids. In this ca se, a na lysis a nd 

detection components a re ca lled simple or ba sic A -boxes beca use no a dditiona l elements a re 

req uired to implement them ra ther tha n detection models. H owev er, complex A -boxes include 

multiple detection models a nd thus other elements to ma na g e them a re becoming  necessa ry. 

F urthermore, A -boxes ca n be desig ned to tra ck sig ns of g iv en pa tterns or a ssess dev ia tion 

from them or both. In this work, we propose complex A -boxes tha t dyna mica lly a nd 

a da ptiv ely select detection models ba sed on a  prelimina ry a na lysis of collected a nd 

preprocessed log  da ta . F ollowing  sections of this cha pter dea l with the a rchitecture a nd 

different components of desig ned A -boxes.  

Depending  on included detection models, A -boxes output decisions ta ke different forms a nd 

a llow v a rious lev els of deta ils. A bstra ct outputs or la bels, either sing le or ra nked la bels, 
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prov ided by A -boxes summa riz e current security sta te a nd specify types of a tta cks ta rg eting  

monitored system. W herea s numerica l outputs of A -boxes a ssess the current security sta te of 

the monitored system (norma lity or intrusiv eness of currently a na lyz ed beha v iors) a nd 

determine confidence or certa inty deg rees a ssig ned to this a ssessment. Decisions of A -boxes, 

la bels or confidence deg rees, a re req uired to R -boxes either to inform the SSO  or to desig n 

a nd implement correctiv e a ctions a g a inst detected threa t. In our idrs fra mework, A -boxes ma y 

be ba sed on multiple ma chine lea rning , da ta  mining  or other techniq ues, a s discussed in 

prev ious two cha pters. H owev er, in the current cha pter, two types of ma chine lea rning  

techniq ues, na mely the bina ry a nd multicla ss cla ssif ica tion, a re solely considered in desig ning  

A -boxes of the proposed idrs fra mework. T he outputs of bina ry or multicla ss detection 

models a re supposed a t the a bstra ct lev el. Multimodel a na lysis eng ine ba sed on these 

detection models a llows outputs a t mea surement lev el. Its v a lued outputs a re forwa rded to 

risk driv en R -boxes in order to desig n a ppropria te response stra teg ies depending  on 

determined risk lev els. P roposed risk model to R -boxes of  our idrs fra mework is subseq uently 

deta iled in a  sepa ra te cha pter. T he current cha pter focuses on second a nd third steps of the 

idrs lifecycle tha t specif ica lly concern multimodel a na lysis of log  da ta  a nd detection of 

intruder a ctiv ities.  

4.2  Prop os e d a na ly s is  com p one nt, s tructure  a nd m a in p roce s s e s  

T he proposed a na lysis component is ba sed on a  multimodel a pproa ch. It ta kes a ccount of 

v a rious subsets of detection models depending  on log  types included by the model g enera tion 

component. O ur multimodel a pproa ch is different to those in [102], [135], [139] [202] [204], 

[254], [288], [296], [330]. It considers sev era l subsets of  heterog eneous detection models 

instea d of sing le or multiple subsets of homog enous detectors ba sed on neura l networks or 

other techniq ues. F urthermore, subsets of detection models in our a pproa ch a re neither sta tic 

nor duplica ted to process considered da ta sets. T hey a re dyna mica lly a nd a da ptiv ely 

determined, a s presented in section § 4.4. Depending  on processed da ta sets a nd specif icities of 

g enera ted detection models, these subsets a re selected. Moreov er, decisions of selected 

detection models a re hiera rchica lly combined using  a  bi-lev el fusion structure. 

A dditiona lly, our a na lysis component ensures ma ny enha ncements compa ra tiv ely to existing  

in [135], [156], [222], [254]. It ta kes a ccount of context dependent informa tion, scores a nd 

relia bility fa ctors of detection models, throug hout its components a nd their implemented 

processes. It is not desig ned to specif ica lly opera te a t network or host lev els [135], [156], 

[288] but it is ca pa ble to a na lyz e da ta sets concerning  sa me seq uences of a ctiv ities ev en if  
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issued from different sources. A  typica l exa mple of the la st a lterna tiv e is host a ctiv ities tha t 

ma y be reported by system ca lls of the B a sic Security Module, B SM, of the Sola ris system, or 

a lso by host ba sed fea tures extra cted from network sensor log s, a s discussed in section § 4.3.  

T he multimodel a na lysis eng ine ta kes a ccount of different log  types. Indeed, log  da ta sets of 

different types ensure sev era l descriptions tha t concern sa me system a ctiv ities to be a na lyz ed. 

T hey ca n be issued from different sources or collected a t v a rious lev els but they differently 

report performed a ctiv ities within the sa me time interv a l. A s such, v a rieties of log  types ma y 

serv e a s inputs to the proposed a na lysis eng ine reg a rding  the monitored system. F or insta nce, 

in a  network env ironment, a ctiv ities ca n be tra ced in tra f f ic log s a nd other log  types g enera ted 

by v a rious sources including  switchers, firewa lls, routers a nd proxies. A dditiona lly, tra f f ic 

log s ca n be structured into dif ferent log  types depending  on their specificities, a s discussed in 

the next section, by considering  network serv ices or la yers of the O SI sta ck. Simila rly, host 

a ctiv ities ca n be a lso tra ced in sev era l log  da ta sets including  those g enera ted by opera ting  

system functiona lities, such a s process ma na g ement, f ile system ma na g ement, security 

ma na g ement components [156], or other network ba sed log s. 

F or ev ery log  type, its collected da ta set is processed using  a  combina tion of  a ppropria te 

detection models. Combina tions for considered log  types a re fea ture ba sed constructed. T hey 

include detection models tha t concern norm a nd a noma lous beha v ior a nd thus the proposed 

idrs fra mework is useful both for a noma ly a nd misuse detection. A noma ly detection models 

focus on the expected beha v ior of  the monitored system. T hey extra ct different pa tterns from 

log g ed norma l a ctiv ities throug h considering  v a rious projection f a cets, including  nonlinea rity, 

a ssocia tion a nd tempora l rela tions. Simila rly, misuse detection models identify a bnorma l 

conditions a ssocia ted to log g ed a ctiv ities of  intrusiv e beha v ior a f fecting  to the norma l 

function of the monitored system. T hey a re constructed ba sed on a v a ila ble da ta sets of known 

a tta cks.  

Sev era l techniq ues a re useful to build misuse a nd a noma ly detection models for the idrs 

fra mework, a s presented next in the section § 4.3. H owev er, in this cha pter a nd for the sa ke of 

simplicity, one a nd multicla ss superv ised cla ssifica tion techniq ues a re specif ica lly considered 

in g enera ting  detection models. O ne cla ss detection models determine whether current 

security sta te of the monitored env ironment is expected or of known type, depending  on the 

ta rg et output cla ss. W hile multicla ss detection models a ssess to which deg ree processed ev ent 

seq uences a re simila r to computed sig na tures of concerned output cla sses.  

A noma ly a nd misuse detection models a re inv olv ed in different steps of the ma in process of 

our a na lysis eng ine. T his process is performed for ea ch collected a nd preprocessed log  
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da ta set. It consists of three ma in steps na mely selection, a na lysis a nd fusion, a s depicted in 

f ig ure 4.1. E a ch of these steps corresponds to a  ba sic process of the a na lysis a nd detection 

eng ine. T he selection process identif ies combina tions of a ppropria te detection models to be 

inv olv ed in current log  a na lysis step, with respect to considered log  types. It uses fea ture a nd 

model ba sed criteria  to identify best detection models. T he a na lysis process performs à  

thoroug h checking  of collected log  da ta sets using  detection model combina tions of the 

prev ious selection step. It ensures tha t ev ery selected combina tion is prov ided with the da ta set 

of  the corresponding  log  type. Moreov er, within ea ch combina tion, it forma ts the considered 

da ta set a s req uired by included detection models. A f ter processing  log  da ta sets, output la bels 

of pa rticipa ting  detection models forwa rded to the fusion process. T he la tter ev a lua tes beliefs 

of  inv olv ed detection models on selected output la bels using  a  dista nce ba sed a pproa ch. It 

then performs two combina tion lev els on detection model output decisions. In the f irst lev el, 

decisions of detection models a re fused within ea ch combina tion, hence a n a g g reg a ted 

decision is rea ched for ev ery log  type, a s thoug h a  sing le detection model ha s processed the 

a ssocia ted da ta set. In the second lev el, fused decisions of considered log  types a re a g g reg a ted 

a nother time to deriv e a n ov era ll a ssessment of the current security sta te of the monitored 

system. T his is req uired in desig ning  defensiv e security stra teg ies of R -boxes. 

T he ma in process of our a na lysis a nd detection eng ine enha nces those existing  by a dding  two 

processing  steps. Commonly desig ned processes include two ba sic steps of  log  a na lysis a nd 

decision ma king .  H owev er, our a na lysis a nd detection process a dditiona lly supports the 

selection a nd fusion steps to meet req uirements of the multimodel a da ptiv e eng ine.  Its 

elementa ry processes tha t respectiv ely correspond to a bov e enumera ted steps a re illustra ted 

by f ig ure 4.1. Subseq uent sections of this cha pter will focus on these processes. T hey present 

in deta il respectiv ely selection, a na lysis a nd fusion components of the multimodel eng ine. 

B efore tha t, widely a dopted log  da ta  types by ids a re presented in the next section. 

F urthermore, their a pplica bility a nd usefulness to the proposed multimodel a na lysis eng ine 

a re a lso discussed in the sa me section. 
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F ig ure  4.1: Ana ly s is  a nd de te ction p roce s s  of th e  m ultim ode l e ng ine  

4.3  Log  da ta  

E v ent g enera tor or E -boxes of CIDF  is the initia tor of the idrs process. A ccording  the CIDF  

fra mework, E -boxes a ccomplish ev ent g enera tion within the idrs process by preprocessing  

a nd forma tting  log  da ta  produced by the computing  env ironment. T heir produced ev ents a re 

specif ica lly sent ba ck to the security sta te ev a lua tor or A -boxes of the idrs. T hey concern use 

conditions a nd performa nce indica tors of  the monitored computing  env ironment. T hese 

ev ents a re extra cted from ra w log  da ta  collected a nd recorded by dif ferent da ta  collection 

mecha nisms or sensors. 

Depending  on sensor a ttributes, sev era l ta xonomies of da ta  collection mecha nisms for idrs 

ha v e been proposed. Moreov er, collected da ta  by these mecha nisms ca n be structured into 

different forma ts, either norma liz ed or proper, to a ppropria tely sa tisfy req uirements of A -

boxes.  

In the current section, we will present three of the most widely a dopted cla sses of da ta  

collection mecha nisms in idrs systems. Included fea tures, norma liz ed forma t a nd a pplica bility 

of these sensors in our idrs fra mework a re a lso discussed in the sa me section. 

4.3 .1 Se ns or ta x onom ie s  

Da ta  collection fa cilities for idrs a re widely studied a nd surv eyed such a s in [30], [93], [191], 

[213], [217], [297], [427]. T hey a re cla ssif ied into different g roups relying  on their intrinsic 

fea tures a nd the env ironment where they opera te. In [427], Z a mboni ha s proposed different 

ta xonomies, ea ch of which uses sing le decision criterion a nd identif ies two cla sses of sensors. 

T hese ta xonomies were structured ba sed on the a bstra ction lev el into conceptua l a nd pra ctica l 

cla ssif ica tions. A t the conceptua l lev el, idrs sensors ca n be considered a s centra liz ed or 
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decentra liz ed, a ccording  to their loca tions a nd components of the computing  env ironment 

they monitor. A dditiona lly, they ca n be ca teg oriz ed into direct or indirect sensors ba sed on 

how log  da ta  a re obta ined. A t the implementa tion lev el, da ta  collection ca n be fulfilled by a n 

integ ra ted or supported pa rt of the monitored component. T hen, it identif ies respectiv ely 

interna l a nd externa l sensors. Moreov er, da ta  collection f a cility ca n be implemented to 

a cq uire log s of sing le or interconnected hosts. T hroug h discussed ta xonomies, Z a mboni’s 

ma in finding  sta tes tha t host ba sed da ta  collection mecha nisms a re the most useful a nd 

suita ble for idrs. F urthermore, he ha s a rg ued, specif ica lly in this g roup, tha t a ll mecha nisms 

a re ba sed on direct log g ing . Compa red to the indirect g roup tha t includes network ba sed 

mecha nisms, host ba sed interna l sensors fulfill req uired completeness, relia bility a nd 

sca la bility for idrs. B ut, this is not a lwa ys rea cha ble a nd depends on the env ironment where 

idrs sensors a re deployed a nd the na ture of potentia l a tta cks to be detected. F or insta nce, in a n 

open source env ironment host ba sed a nd interna l sensors ca n be implemented a nd deployed 

but they rema in ineff icient for detecting  network denia l of serv ice a tta cks. 

L a rson [212] ha s proposed a  deta iled ta xonomy of  log  da ta  collection mecha nisms. F our 

g roups of sensors a re identif ied in this ta xonomy. T hey form the ma in bra nches of the 

ta xonomy tree structure. T he f irst g roup focuses on implementa tion techniq ues of sensors. It 

determines dif ferent sensor cla sses ba sed on considered implementa tion a spects na mely time 

points of trig g ering  da ta  collection mecha nisms a nd lev els of g ra nula rity of log s they prov ide. 

T he second g roup cha ra cteriz es da ta  collection a s trig g ered or performing  on a ction 

mecha nisms. Sev era l trig g ers, a ctions a nd responses tha t concern sensor’s beha v ior a re 

considered by subcla sses of  this bra nch. T he third g roup is ba sed on loca tion or where log g ing  

mecha nisms ca n be inserted. U ser a nd system loca tion lev els a re considered to discrimina te 

between sensors of this g roup. Determined subcla sses include a pplica tion, system a nd object 

ma nipula tion considered respectiv ely a s entry, exit a nd network da ta  collection mecha nisms. 

T he la st g roup in L a rson’s ta xonomy presents most widely discussed a nd a dopted subcla sses 

of sensors ev en in cla ssifying  idrs. Sensors of determined subcla sses a re merely ca teg oriz ed 

a s a pplica tion, host a nd network ba sed collection mecha nisms [33], [94], [146], [400]. A ll 

three types of sensors will be discussed in the following  section with specia l a ttention g iv en to 

their collected da ta , g enera ted profiles or pa tterns a nd their usefulness to our idrs fra mework. 

4.3 .2  Hos t b a s e d log  da ta  

H ost ba sed sensors collect different types of da ta  tha t concern monitored host a nd its use 

conditions, inv oked by users or prog ra ms. T hey a re closely dependent to a uditing  mecha nisms 
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of the opera ting  system running  on the ta rg et host. A udit log s collected by these mecha nisms 

a re not specif ica lly dedica ted to idrs but a lso useful to other security systems, such a s a ccess 

control a nd reinforcing  a ccounta bility. T hey report user or prog ra m beha v iors on the 

monitored host.  

H ost ba sed a udit log s ha v e dif ferent a bstra ction lev els a s illustra ted in f ig ure 4.2. H ig h lev el 

a udit log s correspond to v a rious ev ents tha t describe currently performed a ctiv ities using  

resources of  the ta rg et host. T hese ev ents concern, for insta nce, log g ing  a nd disk ma na g ement 

mecha nisms of the host. T hey a re g enera ted by running  prog ra ms. F urthermore, these ev ents 

a re ca ptured a nd processed by opera ting  systems a nd reported by a uditing  mecha nisms. 

A uditing  f a cilities of W indows a nd syslog  of U N I X  systems a llow such hig h lev el a udit log s. 

L ow lev el a udit log s consist of  seq uences of system ca lls. T hey a llow informa tion a bout the 

implementa tion lev el of currently performed a ctiv ities. K ernel a nd a pplica tion ca lls tha t 

implement trig g ered a ctiv ities on the ta rg et host a re collected by low lev el mecha nisms. B SM 

module of Sola ris opera ting  system is a n exa mple of the low lev el a uditing  f a cility.  

In both lev els, different fea tures a re a ppended to ra w a udit da ta  including  timesta mp a nd 

identity of the a g ent, user or prog ra m. A udit log s prov ide useful informa tion to idrs systems 

to tra ck user or prog ra m a ctiv ities on a  sing le host. Moreov er, they a llow idrs systems to sca le 

well with the increa sed loa d of the monitored system a nd rea ct in a  timely fa shion a s pointed 

by Z a mboni [427]. H ost ba sed idrs uses different forms of a udit log s, such a s ev ent log s, shell 

comma nds a nd system ca lls, to g enera te profiles of system, user or prog ra m norma l beha v ior 

or g iv en a tta ck types [162], [191], [395], [400], [404]. Ma ny of these systems a re ba sed on 

subsets of fea tures included in ra w da ta  such a s a rg uments of the system ca lls [143], [400]. 

A dditiona l other systems use sta tistica l a nd ma ny deriv ed fea tures, computed using  ba sic 

a ttributes of  log g ed a udit da ta . Desig ned profiles by these systems obv iously inv olv e 

freq uencies of system ca ll types or a rg ument within g iv en time interv a ls [111], [484].  

In our idrs fra mework, the proposed a na lysis eng ine ca n opera te a t the host lev el a nd detect 

a tta cks tha t ta rg et sing le ma chine. F urthermore, it is well a da pted to a  thoroug h a ssessment of 

the security sta te of monitored host when more tha n sing le a udit log  type is considered. 

H owev er, to detect network a tta cks, this eng ine req uires a n a g g reg a ted log  da ta set ov er a ll 

hosts of the network. Such a lterna tiv e is seldom explored such a s in [251]. 
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T ype Da te T ime Source Ca teg ory E v ent U ser 

Information 2 7 /01/2 010 2 2 :4 3 :4 8  B row s e r N one  8 03 3  N /A  

E rror 2 7 /01/2 010 2 2 :4 3 :4 6  D h c p  N one  1002  N /A  

W arning  2 7 /01/2 010 2 2 :3 7 :17  D h c p  N one  1003  N /A  

Information 2 7 /01/2 010 2 2 :3 6 :4 8  T c p ip  N one  4 2 01 N /A  

Information 2 7 /01/2 010 2 2 :2 6 :07  S e rv ic e  C ontrol M anag e r N one  7 03 6  N /A  

Information 2 7 /01/2 010 2 2 :2 6 :04  S e rv ic e  C ontrol M anag e r N one  7 03 6  N /A  

Information 2 7 /01/2 010 2 2 :2 6 :04  S e rv ic e  C ontrol M anag e r N one  7 03 5  S y s te m 

… … … … … … … 

(a ) E xa mple of system ev ent log  for W indows pla tform 

 

 

 

 

 

 

 

(b) Sa mple of system ca lls of sing le process log g ed by the B SM module in DA R P A  

experiments 

 

F ig ure  4.2 :  Ex a m p le s  of h ig h  ( a )  a nd low  ( b )  le v e l a udit da ta  

4.3 .3  Ap p lica tion b a s e d da ta  colle ction 

A pplica tion log s form two ma in cla sses of system a nd user a pplica tion log s. System 

a pplica tions correspond to dif ferent functiona lities of the opera ting  system, specif ica lly 

communica tion functiona lity. T hese functiona lities ca lled a lso serv ices including  H T T P , F T P  

a nd T elnet a re a ssocia ted with sev era l communica tion ports. A ctiv ities of running  serv ices on 

different ports ca n be log g ed by hig h lev el da ta  collection mecha nisms a ssocia ted with 

opera ting  systems such a s Syslog . U ser a pplica tions including  web a nd da ta ba se a pplica tions 

a re a lso ma na g ed by opera ting  systems a nd ba sed on their serv ices. T heir beha v iors a re 

log g ed by a uditing  mecha nisms of the opera ting  systems. A dditiona lly, user a pplica tions ma y 

support proper a uditing  f a cilities. T heir sensors a re ca pa ble to directly record a nd report 

different ev ents inv olv ing  a pplica tion resources  

U ser a pplica tion sensors a re considered by ta xonomies of Z a mboni a s direct log g ing  

mecha nisms. T hey a re a ssig ned to the g roup of  dedica ted a uditing  f a cilities tha t log  hig h lev el 

ev ents a bout user a ctiv ities in ta rg et a pplica tions. Collected ev ents by a pplica tion sensors 

concern a ccess types, req uired resources a nd a dditiona l informa tion. T hey a re a ppropria te in 

desig ning  a pplica tion or user norma l beha v ior profiles to ids. F urthermore, they a re useful in 

g enera ting  a tta cks sig na tures. H owev er, direct a pplica tion sensors ha v e two ma in dra wba cks. 

c los e , c los e , op e n, c los e , c los e , c los e , c los e , c los e , 
c los e , e x e c v e , op e n, mmap , op e n, mmap , mmap , mu nmap , 
mmap , c los e , op e n, mmap , mmap , mu nmap , mmap , mmap , 
c los e , op e n, mmap , mmap , mu nmap , mmap , c los e , op e n 
mmap , c los e , op e n, mmap , mmap , mu nmap , mmap , c los e  
c los e , mu nmap , op e n, c los e , ioc tl, ioc tl, c los e , c los e , 
c los e , c los e , e x it 
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O n one ha nd, collected da ta  a re specif ic to g iv en a pplica tions a nd hence they don’t a llow 

sa me description neither in terms of forma t nor in terms of deta ils due to the pa rticula rity of 

considered fea tures. O n the other ha nd, a pplica tion sensors a re disconnected from a ny 

a uditing  mecha nisms of opera ting  systems a nd specif ica lly report a pplica tion ev ents. T hus, 

a pplica tion ids a re v ulnera ble to v a rious a tta cks tha t ta rg et env ironments on which these 

a pplica tions a re running .  

B y rev ising  the la st wea kness, we deduced tha t user lev el log  da ta , collected by a pplica tion 

sensors, a re not suff icient to protect a g a inst low lev el a tta cks. In f a ct, running  a pplica tions 

ma y be indirectly ta rg eted by low lev el a tta cks. T his type of a tta ck a ims a t disrupting  norma l 

function of critica l infra structure, including  network protocols a nd other ba sic functiona lities 

of opera ting  systems, for these a pplica tions. A  possible solution to this dra wba ck consists of 

the integ ra tion of a pplica tion ids with host or network ba sed ids to ensure collection a nd 

a na lysis of log  da ta  a t both user a nd system lev els [103], [153].  

F or such problem, our idrs fra mework of fers the typica l solution. It is ca pa ble to resolv e 

a bov e discussed dra wba ck of  a pplica tion ids by including  multiple log  da ta sets. A na lysis a nd 

detection process of the proposed idrs fra mework ta kes a ccount of different tra ces, of 

performed a ctiv ities, issued from direct a nd indirect a pplica tion sensors a nd thus it is a ble to 

include log s a t user a nd system lev els. T his ensures req uired security a nd low risks 

specif ica lly for hig hly critica l a pplica tions.  

4.3 .4 Ne tw ork  b a s e d da ta  colle ction 

N etwork sensors g loba lly offer two types of  log  da ta  to idrs tha t concern respectiv ely network 

dev ices a nd tra f f ic. T hey indirectly collect useful informa tion a bout network dev ices relying  

on simple network ma na g ement protocol, SN MP . Such Internet sta nda rd protocol ensures 

informa tion excha ng ing  between different network dev ices. It a lso a ssists a dministra tors in 

ma na g ing  their network infra structure. MIB  (Ma na g ement Informa tion B a se) a ssocia ted with 

this protocol is the ma in da ta  collection source of sensors a t this lev el. Sa v ed informa tion by 

MIB  includes routing  ta bles a nd v a rious tra f f ic counters tha t concern respectiv ely 

config ura tion a nd performa nce of network dev ices. T his informa tion is indirectly collected by 

network sensors, forma tted a nd then presented to A -boxes of idrs [93], [94], [217], [423].  

N etwork tra f f ic sensors intercept a nd collect loca l tra f f ic within the network. P a cket sniffers 

a re the most widely a dopted tra f fic sensors. A ssocia ted to the network interf a ce, they 

pa ssiv ely listen a nd log  excha ng ed pa ckets a cross the network. T hey prov ide a dministra tors 

a nd a utoma ted security tools with useful informa tion a bout network a ctiv ities a f ter decoding  
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ca ptured pa ckets. Deriv ed a ttributes from pa cket hea ders by sniffers form the ba sic or 

intrinsic fea ture set. T he la tter includes IP  a ddress, port number, tra nsport protocol a nd other 

f la g s. A dditiona l fea tures ca n be determined using  log g ed network tra f f ic. F or insta nce, 

content fea ture set ca n be g enera ted relying  on pa yloa ds of collected pa ckets a nd their 

sema ntic interpreta tion. It g roups fea tures such a s number of f a iled log ins a nd number of 

a ccessed f iles. Moreov er, time ba sed or tra f fic fea tures ca n be deriv ed from the ba sic set by 

considering  time interv a ls within which log g ed da ta  a re processed a ccording  to sing le or 

multiple time windows. Such set includes fea tures like number of  connections to the sa me 

host or serv ice within the la st two seconds. A nother fea ture set tha t concerns host a ctiv ities 

ca n a lso be deduced from intrinsic a ttributes. Its a ttributes a re determined ba sed on history or 

a rchiv e window tha t focuses on a  fixed number of pa st connections inv olv ing  the considered 

host.  

P rev iously discussed fea ture ca teg ories ha v e been proposed in the fra me of DA R P A  intrusion 

detection ev a lua tion prog ra m. Simula ted network tra f f ic by DA R P A  ha s been preprocessed in 

order to ensure tra ining  a nd testing  da ta sets tha t cov er a ll fea tures of these ca teg ories [90], 

[189]. A dditiona l a ttribute ca teg ories ca n be defined ba sed on the intrinsic fea tures either by 

focusing  on a  pa rticula r la yer of the O SI sta ck such a s in [283] or by considering  new 

req uirements of existing  computing  env ironments [96], [125], [152], [198]. 

N etwork tra f f ic log s a re more a ppropria te tha n SN MP  log s for intrusion detection. In f a ct, the 

la tter a llows untrea ta ble log s by computeriz ed systems unless encoded to req uired forma t. 

H owev er, the former prov ides a  f lexible log  forma t tha t ca n be customiz ed a ccording  to 

system req uirements. Moreov er, it ensures a n extended description of network a ctiv ities tha t 

pa rtia lly cov ers dif ferent a spects discussed a t host a nd a pplica tion lev els. T herefore, network 

sensors a re a lmost the most suita ble source of log s for idrs systems. T hey a re a lso a ppropria te 

to the proposed idrs fra mework. Collected network tra f f ic a nd identif ied fea ture subsets offer 

req uired redunda ncy to multisided a nd string ently tra ck of a tta ck sig ns. F urthermore, they a re 

useful to idrs detection models to a ppropria tely a na lyz e a nd precisely ev a lua te the current 

security sta te of the monitored computing  env ironment. H owev er, wide a v a ila bility of these 

sources of da ta  f rom a nywhere on the network increa ses their risks to be ta mpered. In fa ct, the 

Internet prov ides a tta ckers with v a rious a nd sophistica ted tools to hide their delibera te a ctions 

a nd a lter log  f iles unless a ppropria te security controls a re correctly deployed. 

A bov e discussed sensors prov ide corresponding  idrs with req uired log  da ta . F urthermore, 

a g g reg a tion of their collected log s ensures more complete da ta sets a s well a s for desig ning  

pa tterns, for a tta ck or norma l beha v ior, a s for identifying  them. A g g reg a ted log  da ta  could 



CHAPTER 4: Adaptive analysis and detection  

 141

enha nce idrs ca pa bilities. A dditiona lly, they a re useful not only for systems with which idrs 

coopera te, such a s network forensic systems, but a lso for system a dministra tors. In intrusion 

detection f ield, log  da ta  a g g reg a tion is f a cing  v a rious problems. L a cking  of  sta nda rds a nd 

pla tform independent forma ts for collected da ta  a t different lev els a re serious problems tha t 

sta y behind dif ficulties of log  da ta  a g g reg a tion in intrusion detection.  

P roposed forma ts such a s of B ishop [48] a nd Chen et a l. [75] focus specifica lly on log  da ta  a t 

host lev el. B oth forma ts a re f lexible, extensible a nd pla tform independent. A dditiona lly, Chen 

et a l.’ proposed forma t is ba sed on the X ML  (eX tensible Ma rkup L a ng ua g e). Its structure a nd 

log g ed ev ents a re expressed using  X ML . 

T he Intrusion Detection W ork G roup (IDW G ) of the Internet E ng ineering  T a sk F orce (IE T F ) 

body ha s proposed a  common forma t for idrs a lerts. T he Intrusion Detection Messa g e 

E xcha ng e F orma t (IDME F ) wa s recently considered to express log s for correla tion ba sed idrs. 

It relies on the X ML  la ng ua g e. Moreov er, it is useful to represent outputs of dif ferent sensor 

types. B ut, the IDME F  forma t a ddresses to a lerts forma tting  a nd excha ng e procedures to 

enforce informa tion sha ring  between dif ferent idrs. T his ha s inspired sev era l works in the 

f ield of a lert a g g reg a tion a nd correla tion, which ha s g a ined a  lot of a ttention in the la st deca de 

[200], [251], [396]. 

In our idrs fra mework, intrusion detection a lerts ca n be considered a s meta da ta . T hey ca n’t be 

processed by idrs a na lysis eng ine, a s for collected log  da ta . H owev er, a da pting  the ba sic 

a pproa ch of this eng ine to a lerts a g g reg a tion is one of promising  resea rch perspectiv es of the 

proposed idrs fra mework. A dditiona lly, considering  a g g reg a ted log  da ta sets from different 

sensors a t the a na lysis step of idrs is a lso a  potentia l direction to enha nce performa nce a nd co-

integ ra te the proposed model with those of others security f ields such a s forensic a na lysis. 

Commonly used log  da ta  types discussed in this section a re useful to our idrs fra mework. 

F urthermore, their a ssocia ted log  da ta sets ca n be ea sily processed by E -boxes, P -boxes a nd 

multimodel A -boxes. T he a na lysis process of the la st component includes different steps tha t 

a re thoroug hly studied in the next three sections. 

4.4 De te ction m ode l s e le ction 

Detection model selection is one of the key components of the proposed multimodel a na lysis 

eng ine in the idrs fra mework. It ensures dyna mic a nd context dependent selection of detection 

models, a s deta iled in the next three sections. T he model selection process, on which relies 

this component, a ims a t decrea sing  the computa tion loa d of  the a na lysis eng ine. It fulfills 

prelimina ry ta sks in order to a chiev e selectiv e processing  of  collected log  da ta sets. T hus, for 
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ea ch log  type, a  combina tion of most a ppropria te detection models, ra ther tha n the whole set, 

is included in the current a na lysis ta sk.  

Model selection processes identify sing le or subset of most effectiv e detection models with 

respect to prespecif ied, simple or integ ra ted, criteria . T hey ma y be sta tic or dyna mic. Sta tic 

selection determines a  f ixed subset of detection models to be inv olv ed in a na lyz ing  a ll 

unknown pa tterns. Dyna mic selection instea d is online performed. F urthermore, for ea ch 

unknown pa ttern, it identif ies most a ppropria te detection models, to la bel it [327]. Sta tic a nd 

dyna mic processes include two ma in steps of ev a lua tion a nd selection. T he ev a lua tion step 

a ssesses ca pa bilities of detection models depending  upon selected criteria . T he selection step 

f inds out then a  sing le or subset of best models with respect to these criteria . 

Sev era l metrics a nd sea rch methods ha v e been widely experimented in cla ssif ier selection. 

P erforma nce a nd div ersity metrics a re inv olv ed in cla ssif ier subset selection [12], [65], [136], 

[326]. H owev er, sing le cla ssif ier selection methods a re solely ba sed on performa nce metrics, 

such a s in [205], [361], [410]. T hese metrics a re commonly a dopted a lso by ra nking  methods, 

which a re useful, both for sing le a nd subset selection. F urthermore, ra nking  methods a re 

a ppropria te specif ica lly for subset selection when dea ling  with a n increa sed number of 

detection models. T herefore, the proposed selection process ra nks detection models ba sed on 

their a ssessed scores before identifying  the most effectiv e subset to be inv olv ed in the current 

a na lysis ta sk. 

T he proposed selection process for the multimodel a na lysis consists of different steps. Its 

initia l processing  steps focus on a  thoroug h checking  of  cha ng es in observ ed v a lues of key 

fea tures deriv ed by the model g enera tion component. T hen, other steps fulf ill multiple 

a ssessments by inv olv ing  detection profiles. T hey a im a t fea ture ba sed identifying  most 

effectiv e detection model combina tions, ea ch of which concerns a  sing le log  type. 

In the selection process, inv olv ed detection profile subsets of  different log  types a re stored in 

the idrs knowledg e ba se. E a ch profile sa v es deta iled informa tion a bout the ta rg et detection 

model including  its selected relev a nt fea ture subset a nd confusion ma trices, a s discussed in 

section § 3.3. Informa tion a bout detection models is included in dif ferent steps of the selection 

process. R elev a nt fea ture subsets serv e in conducting  prelimina ry checking  of collected 

da ta sets of dif ferent log  types. Determined fea tures a s a bnorma l by these processing  steps 

sig na l f irst sig ns of intrusiv e ev ents in processed log  da ta sets. A dditiona lly, they a re 

considered in computing  g loba l scores of detection models. G loba l scores inv olv e both da ta  

dependent a nd performa nce fa ctors. T he former focuses on relev a nt fea tures of  a  detection 

model a nd those f la g g ed a bnorma l. It concerns the f la g g ed fea ture fa ctor determined for ev ery 
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detection model, a s discussed la ter in this section. T his f a ctor expresses to which deg ree a  

detection model is a ppropria te to process currently checked log  da ta .  

T he la tter f a ctor ta kes a ccount of performa nces of detection models. It ca n be expressed using  

different metrics including  R O C curv e a nd others deta iled in [65], [66], [182], [361], [362]. 

B ut in our work, specifica lly g loba l performa nce metrics a re a pplica ble beca use multiple 

heterog eneous detection models a re considered a nd their outputs a re a ssumed a t the a bstra ct 

lev el. F urthermore, the commonly a v a ila ble informa tion a bout detection models’ 

performa nces is extra cted from their confusion ma trices. G loba l performa nce metrics 

inv olv ed in a ssessing  scores of these models ma y be g a ug ed using  v a lida tion a nd ev a lua tion 

confusion ma trices. Multiple, pa irwise a nd non-pa irwise, performa nce metrics a re next 

discussed in the fra me of detection model score a ssessment. 

G loba l scores of  detection models expressed in terms of their performa nces a nd fla g g ed 

fea ture fa ctors a re req uired to the selection process. A t a ny time point, the la tter inv olv es 

computed scores in ra nking  detection models of g iv en log  types. T hen, it identif ies subsets of 

a ppropria te detection models to be included in the current log  processing  ta sk. T he selection 

process a nd its ma in steps a re depicted in f ig ure 4.3.   

T he selection process continua lly a na lyz es security sta tes of the monitored system relying  on 

three checking  steps. T hese steps fulf ill a  prelimina ry a na lysis of the security sta te of the 

monitored system. T he f irst two processing  steps a re simulta neously performed for a ll 

considered log  types. T hey a im respectiv ely a t conducting  a  prelimina ry a ssessment of current 

security sta te a nd identifying  a ny a bnorma l cha ng es to the expected beha v ior of the system. 

T hus, they respectiv ely inv olv e most eff icient norm detection models a nd norm relev a nt 

a ttributes, a s deta iled la ter in this section. Identif ied sig ns of intrusion in these steps a re 

thoroug hly tra cked in the next one. T he la st step conducts a  string ent control of sig na led 

cha ng es throug h checking  observ ed v a lues of  relev a nt fea tures of different a tta ck cla sses. It 

a ims a t collecting  more ev idences a nd prov iding  a  prelimina ry expla na tion a bout the orig in of 

prev iously identified intrusion sig ns. F ea ture checking  steps of the selection process inv olv e 

relev a nt fea ture subsets a nd reference v ectors respectiv ely of  norma l a nd a tta ck cla sses. 

Collected ev idences, on security sta te a nd a bnorma l cha ng es in relev a nt fea ture v a lues, ov er 

the three prev ious steps a re compiled before performing  the selection step. T hey serv e to 

ev a lua te a nd ra nk ca ndida te detection models. T he la st step of the selection process is then 

conducted on ra nked sets of detection models. F or ev ery log  type, it decides which a re 

a ppropria te a nd well a da pted detection models to tell us the truth a bout the current security 
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sta te of the monitored computing  env ironment a nd decipher hidden a ims behind unexpected 

cha ng es in log  da ta sets.  

Inputs to the selection process consist of different subsets of detection profiles, reference 

v ectors of norma l a nd a tta ck cla sses a nd preprocessed da ta set of currently collected log s of 

different types. Depending  on considered log  type, the corresponding  detection profile subset 

specif ies its detection models a nd their confusion ma trices a nd relev a nt fea ture subsets, a s 

deta iled in cha pter 3. A dditiona lly, norm a nd a tta ck relev a nt fea ture subsets for ev ery log  type 

a re deduced from those selected by its different detection models. T hey determine reference 

v ectors tha t cha ra cteriz e norma l or intrusiv e beha v iors. R eference v ectors of  norma l a nd 

a tta ck cla sses a re computed ba sed respectiv ely on their tra ining  insta nces of g iv en type. 

Currently collected a nd preprocessed log  da ta set includes da ta  exa mples of  a ll considered log  

types. Detection profiles, reference v ectors, discrimina tiv e a ttributes a nd current preprocessed 

log  da ta set a re req uired to the fiv e step process of the proposed model selection component. 

T hese steps a nd their a ssocia ted processes a re subseq uently deta iled. 
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F ig ure  4.3 :  De te ction m ode l s e le ction p roce s s  

F or these elementa ry processes, we a ssume tha t J log  types a re considered by our idrs 

fra mework. E a ch log  type j is a ssocia ted with dif ferent a ttributes tha t form the set 

{ }
jj,l

j
1..Ll ,fF == a nd therefore the set of a v a ila ble fea tures for the idrs fra mework is F, 

{ }
Jj

FFFF ,...,,...,1
= . A dditiona lly, the set of possible output cla sses in the idrs fra mework 

corresponds to C. T he set { }
11 +

=
Qq

c,...,c,...,cC , includes possible a tta ck cla sses, cq, q=1..Q, 

a nd the norma l cla ss, cQ+ 1. Considered a tta ck cla sses a re determined ba sed on the reduced 

DA R P A  a tta ck ta xonomy. E a ch output cla ss in C is a ssocia ted with sev era l reference v ectors, 

ea ch of which is computed using  corresponding  tra ining  insta nces of g iv en log  type, a s 

discussed la ter in this section. 
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W e suppose a lso tha t the set of g enera ted detection profiles ov er a ll log  types is DP, 

DP={DPj, j=1..J}. A dditiona lly, the subset of  detection profiles of ev ery log  type j 

DPj={Pi, i=1..Nj}, depends on its constructed detection models, DMj={Mi, i=1..Nj}. A  

detection profile, Pi, a s discussed in the prev ious cha pter, is a  da ta  structure built for ev ery 

detection model, Mi. It sa v es informa tion a bout g enera tion, history a nd performa nce of the 

concerned detection model. Detection models of Mj a re g enera ted using  different techniq ues 

a nd da ta sets a nd relev a nt fea ture subsets, 
i

F ⊆ j
F ,i=1..Nj, selected from those of log  type j. 

F urthermore, they a re ca pa ble to recog niz e pa tterns of different cla sses determined by Ci ⊆C, 

i=1..Nj a nd  Ci={cq, q=1..Ni,j}, the set of output cla sses of the detection model Mi. R elev a nt 

fea tures, tra ining  sets, historica l da ta  a nd more deta ils a bout detection models a re included in 

g enera ting  their profiles of DPj. W ithin ea ch set, DMj, detection models a re ev a lua ted a nd 

their rela tiv e a nd g loba l scores a re estima ted, a s discussed next in this section. Moreov er, 

these models a re structured into two ma in subsets depending  on whether they a re ca pa ble to 

recog niz e norma l system a ctiv ities or not. T his is req uired to f irst steps of  the detection model 

selection process a s deta iled respectiv ely in sections § 4.4.1 a nd § 4.4.2. In this work, we 

intercha ng ea bly use DPj a nd DMj to denote detection models of log  type j, when a dditiona l 

informa tion a bout detection models is req uired, DPj set is used. T he following  sections 

discuss relev a nt fea ture identif ica tion a nd score a ssessment for detection models a nd 

reference v ector computa tion for included output cla sses. 

a) Relevant feature sub sets 

In the proposed fra mework, fea ture spa ce is pa rtitioned into different ca teg ories depending  on 

included log  types, a s discussed a bov e. Construction of detection models of considered log  

types is preceded by a  fea ture selection step ba sed on the wra pper a pproa ch.  A lthoug h, such 

a pproa ch is computa tiona lly expensiv e, compa red to the f ilter a pproa ch, it is more a ppropria te 

when dea ling  with heterog eneous cla ssif ica tion techniq ues, such a s in our idrs fra mework. 

F urthermore, it ensures a ccura te detection results due to the v a lida ted effectiv eness of selected 

fea ture subsets. 

F or ev ery log  type j, the detection model Mi∈DMj disposes of  different subsets of  most 

discrimina tiv e a ttributes deriv ed depending  on its output cla sses in Ci, {Fi,q / Fi,q ⊆ 
j

F , 

q=1..Ni,j}. Its relev a nt fea ture set ov er a ll cla sses is determined by Fi, such 

tha t �
j,i

N

q

q,ii
FF = a nd Fi ⊆ F 

j
. T he lea rning  a lg orithm inv olv ed in selecting  fea ture subsets for 

different output cla sses, {Fi,q, q=1..Ni,j, cq∈ Ci }, is a lso a dopted to g enera te the detection 
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model Mi using  the ov era ll set Fi. R elev a nt a ttribute subsets of detection models,  

{ }
jiji

DM M1..Ni F ∈= ,,  a re included in their profiles a nd sa v ed in the idrs knowledg e ba se. 

A dditiona lly, selected fea ture subsets for detection models of g iv en type a re structured 

depending  output cla sses in C. F or ev ery log  type j, the relev a nt fea ture subset C

qj
F , of the 

output cla sses, cq∈C, q=1..Q+ 1, is deduced, such tha t �
j

N

i

iqqi

C

qj
CcFF ∈= /,,

. It ba sica lly 

cha ra cteriz es the output cla ss cq when dea ling  with log  da ta  of type j. It is inv olv ed in 

performing  one of the fea ture control steps of the selection process. Moreov er, the a ttribute 

set 
C

qj
F ,  serv es to compute the reference v ector, RFj,q, of the output cla ss cq in C relying  on its 

tra ining  insta nces of log  type j. E xisting  methods for determining  reference v ectors of output 

cla sses a re discussed below.  

b ) Reference vectors 

R eference v ectors of output cla sses a re req uired by different steps of the model selection 

process. T hey ma inly focus on relev a nt fea ture subsets of considered output cla sses in order 

to g loba lly summa riz e their tra ining  sets.  In our fra mework, ea ch output cla ss is represented 

by multiple reference v ectors depending  on included log  types. 

V a rious techniq ues a re useful to determine reference v ectors of  a tta ck cla sses or system 

norma l beha v ior. T he sa mple mea n is the simplest techniq ue to deriv e reference v ectors for 

the model selection process. In computing  reference v ectors, numeric fea tures, continuous or 

discrete, a re represented by their mea n v a lues ov er the tra ining  sa mple. Symbolic a ttributes 

instea d a re expressed by their media n v a lues in determined v ectors. 

>=<
q

Llq,j
x,...,x,...,xRF 1

, 

l
x  : mea n or media n v a lue of the selected a ttribute 

q

C

qjll
1..Ll Ff f =∈ ,, , , a nd 

C

q,j
F  : Set of relev a nt fea tures of the output cla ss cq∈ C, q=1..Q+ 1, of log  type j, ov er a ll its 

g enera ted detection models in DMj. 

Clustering  techniq ues a re a lso a pplica ble to this problem. R eference v ector of ea ch output 

cla ss corresponds to centroid or medoid of the corresponding  cluster. K -mea ns a nd other 

center ba sed clustering  a lg orithms, a s discussed in section § 2.2.2, ca n be a dopted to determine 

reference v ectors of the output cla sses.  

Control intervals 

Computed reference v ectors a re critica l for two fea ture control steps of the selection process. 

T hey serv e in identifying  a nd tra cking  sig ns of  a noma lous a ctiv ities. Initia l sig ns a re 
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determined by norm relev a nt fea tures exhibiting  una ccepta ble cha ng es reg a rding  a ssocia ted 

reference v ectors to the norma l cla ss. T hese sig ns a re thoroug hly tra cked by the second 

checking  step. T he la tter focuses on relev a nt a ttribute subsets of different a tta ck cla sses. 

F urthermore, it ma rks a ny of these fea tures a s a  source of intrusion only if its current 

observ ed v a lue sa tisf ies imposed constra ints with respect to the inv olv ed a tta ck cla ss a nd its 

reference v ector. F or both checking  steps, v a ria tions between relev a nt a ttributes observ ed a nd 

sa v ed v a lues by reference v ectors a re compa red to determined thresholds. T hresholds of 

different selected fea tures decide whether rea ched cha ng es, in fea tures observ ed v a lues, a re 

expected or intrusiv e reg a rding  respectiv ely norm a nd a tta ck cla sses’ reference v ectors.  

In the proposed selection process, thresholds of dif ferent v a ria bles ca n be empirica lly 

determined either by a ssuming  norma lity or a pproxima ting  their proba bility distributions. T he 

f irst a lterna tiv e supposes tha t inv olv ed fea tures a re independently a nd identica lly distributed. 

F or a  g iv en confidence lev el α, observ a tions of a  relev a nt v a ria ble, fl, tha t ta kes v a lues fa lling  

within the control interv a l, [ ]
l/l

ZxI σ±=
α 2

, represent (1-α) percent of tra ining  da ta  

exa mples of norma l beha v ior or different a tta ck cla sses, where 
l

x , 2

l
σ  a nd 2/Zα  a re 

respectiv ely sa mple mea n a nd v a ria nce of fea ture fl observ a tions a nd ta bula ted v a lue of the 

norma l distribution. In prev ious works, different experiments ha v e been conducted using  

thresholds of 3-sig ma  to the sa mple mea n, to discrimina te between norma l a nd a noma lous 

beha v iors [292], [414], [416]. T he second a lterna tiv e is ba sed on testing  dif ferent known 

distributions, reg a rding  the cha ra cteristics of the considered v a ria ble. T he distribution 

function tha t well fits observ a tions of the ta rg et v a ria ble is included in thresholds 

determina tion.  

T hresholds for specifying  control interv a ls to norma l or intrusiv e beha v iors ca n be a lso 

estima ted using  T echbychev  ineq ua lity, hypothesis testing  or other tests. T hese techniq ues a re 

ba sed on deriv ed distribution to a ssess to which deg ree current cha ng es in relev a nt fea tures’ 

v a lues a re norma l or intrusiv e. F or insta nce, T chebychev  ineq ua lity sta tes tha t 

( )( )
211 λ− / percent of observ ed v a lues of  the fea ture fl a re within λ sta nda rd dev ia tion to the 

mea n ( )
21 λλσ ≤≥−

lll
xxp , if  λ=3 then 89%  of observ a tions of output cla ss cq la y within 

the control interv a l  [ ]
llll

x,xI σ+σ−= 33  [410], [414].  

In our idrs fra mework, reference v ectors of  considered output cla sses a re determined ba sed on 

sa mple mea n or media n of  tra ining  sets. T hresholds of  control interv a ls ma y be determined 

using  identif ied distributions of considered relev a nt v a ria bles. B ut, this a lterna tiv e is q uite 
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costly, specifica lly when dea ling  with a n increa sed number of relev a nt v a ria bles, such a s for 

log  da ta sets. T herefore, the f irst a lterna tiv e of threshold determina tion, a bov e discussed, 

seems more a ppropria te to the proposed selection process. A dditiona lly, the norma lity 

a ssumption should be ma inta ined for trea ted v a ria bles.  

P rev iously discussed techniq ues a llow a  sing le reference v ector for a ny pa ir of tra ining  set 

a nd output cla ss. H owev er, it is possible, in dif ferent steps of the model selection process, to 

represent ea ch output cla ss by sev era l reference v ectors or a  codebook. O utput cla ss codebook 

consists of  a  set of code v ectors which ba sica lly represent the a ssocia ted tra ining  da ta  set. 

E a ch code v ector encodes a  reg ion of g iv en output cla ss pa rtition. A  g iv en log  da ta  exa mple is 

a ssig ned to a  reg ion only if it ensures the sma llest dista nce to the corresponding  code v ector. 

Codebooks of different cla sses ca n be worked out ba sed on unsuperv ised techniq ues including  

clustering  a s discussed a bov e [390]. 

c) Detection models relative scores 

R ela tiv e or performa nce scores a re determined for detection models of different log  types. 

T hey a re inv olv ed in determining  g loba l scores a s discussed in section 4.4. T hey a re a lso 

critica l in performing  the first checking  step of the selection process. Most a ppropria te 

detection models a re selected ba sed ma inly on their performa nce to conduct the prelimina ry 

security a ssessment step. Multiple performa nce metrics [65], [182], [215], [361], [362] a re 

potentia lly a pplica ble in a ssessing  rela tiv e scores of detection models. T hese metrics ha v e 

been subdiv ided into three ma in ca teg ories a ccording  to Ca rua na  et a l. [66]. T hreshold 

metrics a re a pplica ble to different detection models wha tev er outputs they a llow a t the 

a bstra ct, mea surement or a lso ra nk lev el. T hey req uire the definition of a  f ixed threshold tha t 

will serv e in interpreting  a ssessed performa nce results a ccording  these metrics. R a nking  or 

ordering  metrics summa riz e performa nces of detection models ov er multiple thresholds. T hus 

they impose a n ordering  on models’ outputs a ccording  predicted v a lues. T hese metrics a pply 

to detection models a t the mea surement lev el, where predicted v a lues serv e in ra nking  output 

la bels [116]. A dditiona lly, they ma y be ev a lua ted using  tra ining  results of  detection models, 

of  different output types, when built using  cross v a lida tion techniq ue [410]. T he la st ca teg ory 

of proba bility metrics commonly focuses on detection models a t the mea surement lev el. Its 

metrics a llow much more deta iled performa nce ev a lua tion tha n the two other ca teg ories. T hey 

inv olv e the predicted v a lue for ea ch processed pa ttern in a ssessing  performa nce of the 

concerned detection model.  

Cla ssif ica tion a ccura cy is commonly a ccepted a nd widely a dopted performa nce metric of the 

f irst ca teg ory [361]. T he a ccura cy of a  detection model determines the proportion of its 
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correctly recog niz ed norma l or intrusiv e pa tterns. It is estima ted ba sed on the confusion 

ma trix of ea ch detection model. A  confusion ma trix is usua lly a  sq ua re ma trix tha t depends on 

output cla sses included in g enera ting  ea ch detection model. F or ea ch output cla ss, it counts 

numbers of correctly a nd incorrectly recog niz ed insta nces by the corresponding  detection 

model. F or insta nce, a  detection model ca pa ble to discrimina te between norma l a nd intrusiv e 

a ctiv ities ha s the following  confusion ma trix:  

Ta b le  4.1: Confus ion m a trix  of a  b ina ry  de te ction m ode l 

         Attack Normal 

Attack tp fn 

Normal fp tn 

 

E lements of the confusion ma trix determine true positiv e a nd true neg a tiv e counts, tp a nd tn, 

for correctly cla ssified pa tterns of respectiv ely a tta ck a nd norma l cla sses. A dditiona lly, f a lse 

neg a tiv e a nd fa lse positiv e, fn a nd fp, counts correspond respectiv ely to intrusiv e insta nces 

confused with norma l ones a nd the inv erse. T he a ccura cy of the detection model is computed 

ba sed on these counts a s follows: 

fptnfntp

tntp
Acc

+++

+
=     (4.1) 

Simila rly, the detection error of a  detection model is estima ted ba sed on its confusion ma trix, 

using  type I a nd II errors respectiv ely fp a nd fn, by the following  eq ua tion:  

Acc

fptnfntp

fnfp
Err

−=

+++

+
=

1

   (4.2) 

Multiple other performa nce metrics such a s sensitiv ity, specif icity a nd precision ca n be 

deduced ba sed upon the confusion ma trix. Sensitiv ity, or a lso reca ll or hit ra te of a  detection 

model, a ssesses its effectiv eness in detecting  intrusiv e a ctiv ities. Specif icity or true neg a tiv e 

ra te instea d estima tes the ef fectiv eness of  the detection model in recog niz ing  norma l 

exa mples [361]. T he inv erse specif icity corresponds to the fa lse a la rm or fa lse positiv e ra te, 

F P R , of a  detection model. P recision metric determines the proportion of  correctly detect 

intrusiv e insta nces a mong  a ll cla ssif ied a s a tta ck. T rue positiv e a nd true neg a tiv e ra tes, T P R  

a nd T N R , a nd precision of a  detection model a re respectiv ely determined by:  

fntp

tp
callRe

+

= ,  (4.3) 

P redicted
cla ssT rue cla ss 
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FPR
fptn

tn
ySpecificit −=

+

= 1    (4.4), 

fptp

tp
ecisionPr

+

=   (4.5) 

R eceiv er O pera ting  Cha ra cteristic, R O C, a nd R eca ll/precision curv es a llow different 

performa nce metrics fa lling  within the ordering  ca teg ory. T hese g ra phica l tools a nd others 

a ppropria tely v isua liz e performa nces of detection models. A mong  these tools, R O C curv e ha s 

g a ined much more a ttention a nd wide a ccepta nce in multiple doma ins including  sig na l 

processing , medica l doma in a nd ma chine lea rning . A  R O C curv e is a  plot of detection model 

reca ll v ersus (1-specif ity), T P R  v ersus F P R  a s depicted in f ig ure 4.4. It illustra tes rela tiv e 

tra deoffs between T P R  a nd F P R  of a  detection model a cross v a ried thresholds. T he 

performa nce of a  detection model ba sed on its R O C curv e is estima ted using  the a rea  under 

the R O C curv e, A U C. A  detection model performs better tha n a nother only if  it ha s the 

hig hest A U C. P erforma nce ev a lua tion ba sed on A U C of ma chine lea rning  a nd da ta  mining  

a lg orithms is illustra ted a nd deta iled in dif ferent F a wcett’s works including  [116], [117].   
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F ig ure  4.4: ROC curv e   

T he la st ca teg ory of proba bility metrics includes root mea n sq ua red error, RMSE, a nd other 

metrics. RMSE a ssesses the dev ia tions between predicted a nd true output v a lues. F or a  g iv en 

bina ry detection model Mi, its numerica l predictions, pi,j, tha t a ssess intrusiv eness deg rees of 

processed test exa mples, xj, j=1..J, f a ll within the interv a l [0,1], pi,j∈[0,1]. T he RMSE of the 

detection model is estima ted by : ( )� −=

j

jji
ap

J
RMSE

2

,

1
  (4.6) 
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W here the bina ry v a ria ble aj is eq ua l to 1 if  the true cla ss of processed exa mple xj is “ a tta ck”  

a nd 0 otherwise. RMSE a nd other error a nd informa tion ba sed metrics fa lling  within the 

proba bility ca teg ory ha v e been a pplied in compa ring  cla ssifica tion models [155], [165]. 

F urthermore, these metrics ha v e been combined with others of threshold a nd ra nking  

ca teg ories in order to propose more powerful performa nce ev a lua tion tools. Ca rua na  et a l. 

[65] ha v e proposed SAR metric ba sed on Sq ua red error, A ccura cy a nd R oc curv e. SAR 

includes most correla ted metrics a ccording  conducted experiments in [66] but its a pplica tion 

is restricted to cla ssif ica tion models g enera ting  outputs a t the mea surement or confidence 

lev el. L a v esson et a l ha v e a lso proposed a  g eneric performa nce function tha t a llows 

cla ssif ica tion model a ssessment using  multiple metrics depending  on the ta rg et doma in [214], 

[215]. 

In our idrs fra mework, proba bility metrics a re not a pplica ble in a ssessing  rela tiv e scores of 

detection models a llowing  a bstra ct outputs. A dditiona lly, ordering  metrics a re not useful for 

such context unless tra ining  results using  cross-v a lida tion a re a dopted in ev a lua ting  rela tiv e 

scores of detection models using  the selected ra nking  metric. H owev er, in model selection 

component of our fra mework, detection models rela tiv e scores a re estima ted ba sed both on 

their v a lida tion a nd testing  results, {(V Mi , TMi), i=1..Nj} a s sta ted in section § 3.2.1. 

T herefore, threshold metrics a re the most a ppropria te to ev a lua te performa nces of detection 

models. Sev era l, pa irwise a nd non-pa irwise, threshold metrics in a ddition to those prev iously 

discussed a pply to detection model rela tiv e score a ssessment. B a la nced a ccura cy a nd error 

ra tes, BAR a nd BER, a re two non-pa irwise performa nce metrics useful in a ssessing  eff ica cy of 

detection models. T hey a re determined ba sed on confusion ma trices of detection models a s 

follows: 

BAR

fptn

fp

fntp

fn
BER

−=

��
�

�
��
�

�

+

+

+

=

1

2

1

 (4.7) 

A dditiona lly, success ra te ra tio, SRR, is a  ca ndida te pa irwise performa nce metric to ev a lua te 

rela tiv e scores of  detection models [54]. Success ra te ra tio, j

vu
SRR , , of a  pa ir of detection 

models (u,v) using  da ta  set Dj is determined by :  

( ) ( )
j

v

j

u

j

vu
ErrErrSRR −−= 11,  (4.8) 

where j

u
Err a nd j

v
Err  a re the error ra tes of detection models respectiv ely u a nd v when tested 

using  da ta  set Dj. I t compa res a  pa ir of detection models in terms of their a ccura cy on the 

sa me test set. T he two detection models a re compa ra ble in terms of ensured a ccura cies only if 
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SRR ra tio is eq ua l to 1, otherwise one detection model domina tes the other. T he ov era ll mea n 

SRR of detection model u, is determined by: 

( )
��

≠
−

=

N

uv

J

j

j

vuu
SRR

NJ
SRR ,

1

1
 (4.9) 

It is estima ted ov era ll tested N-1 detection models a nd J test da ta  sets, {Dj, j=1.. J}.  

R elev a nt fea tures, reference v ectors a nd rela tiv e scores determina tion is req uired for the fiv e 

steps of the selection process. E lementa ry processes of these steps a re respectiv ely presented 

by following  sections. 

4.4.1 Pre lim ina ry  s e curity  e v a lua tion 

P relimina ry security ev a lua tion is the initia l step in the detection model selection process. It 

a ims a t ev a lua ting  current preprocessed da ta  exa mples of  different types, Dt={xt,j, j=1..J}, a s 

norma l or a noma lous. T he security ev a lua tion process of  this step is useful to identify 

prelimina ry sig ns of potentia lly intrusiv e ev ents. F urthermore, it g uides next steps of the ma in 

process towa rds the selection of most a ppropria te detection models ca pa ble to sif t a nd a ssess 

the current security sta te of the monitored computing  env ironment.  

P relimina ry security ev a lua tion is a chiev ed by performing  different a ctions of the 

corresponding  process a s presented in f ig ure 4.5 a nd the a ppendix A . T his process is solely 

ba sed on a noma ly detection models, ca pa ble to recog niz e norma l a ctiv ities of the monitored 

system. T hus for ea ch log  type j, the profile subset, 

jQ,j
DPDP ⊆

+1 , { }
i1Q1Qj,1, Cc ,1..Ni , ∈==

+++ iQj
PDP  tha t specif ica lly concerns norm detection 

models, is considered by the prelimina ry security ev a lua tion process. F or ev ery log  type, the 

la tter selects the best norm detection model a ssocia ted with the hig hest rela tiv e score, sri,j. to 

a na lyz e currently considered log  da ta  exa mple, xt,j. O utputs of  selected detection models a re 

next fused ov er a ll considered log  types. A  v oting  method such a s the minimum v ote is 

a ppropria te for deriv ing  the combined decision of the prelimina ry security ev a lua tion step on 

current security sta te of the monitored system [317].  

A nother a lterna tiv e ev entua lly a pplies to the prelimina ry security ev a lua tion step. It consists 

of the selection of a  subset instea d the best norm detection model for ev ery log  type. A  subset 

of top ra nked norm detection models ba sed on their rela tiv e scores is selected to fulfill the 

prelimina ry ev a lua tion of  collected log  da ta . In this ca se, the combined decision of  the 

ev a lua tion step is deriv ed using  two a g g reg a tion sta g es. In the first sta g e, output la bels of 

norm detection models a re combined within the selected subset, for ea ch log  type. In the la tter 

sta g e, f irst lev el decisions a re fused ov er a ll considered log  types to decide whether the 
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current sta te is norma l or a noma lous. A dditiona lly, the prelimina ry security ev a lua tion step 

ma y be ba sed on f ixed or v a ria ble siz e subsets, depending  upon a  prespecified lower bound of 

detection model rela tiv e scores. V oting  methods a re a lso a ppropria te to fuse norm detection 

model outputs in such a lterna tiv e. 

 

F ig ure  4.5 :  Pre lim ina ry  s e curity  e v a lua tion p roce s s   

4.4.2  Control re le v a nt f e a ture s  of th e  norm a l cla s s  

T his second step of the selection process ov erla ps with the first one of prelimina ry security 

ev a lua tion. F or ev ery log  type, it ta kes a ccount of the determined relev a nt fea ture subset, 

C

Q,j
F 1+

, a nd reference v ector, RFj,Q+ 1, tha t cha ra cteriz e norma l beha v ior of the monitored 

system. Computed tolera nce interv a ls for different fea tures in 
C

Q,j
F 1+

using  the reference v ector 

RFj,Q+ 1, a s prev iously discussed, a re a lso req uired by this checking  step. F or a ny processed 

da ta  exa mple of  g iv en type, xt,j, the la tter detects cha ng es in observ ed v a lues of  relev a nt 

fea tures with respect the reference v ector of the norma l output cla ss. T hen, it f la g s a  checked 

fea ture a s a bnorma l, only if  it is a ssocia ted with una ccepta ble dev ia tion with respect to the 

corresponding  tolera nce interv a l. A ll these a ctiv ities of norm relev a nt fea tures control process 

a re depicted by the dia g ra m of f ig ure 4.6 a nd deta iled in the a ppendix A . 

N orm relev a nt fea tures control process is simulta neously performed with the prelimina ry 

security ev a lua tion step. O n one ha nd, it reinforces rea ched decision of the initia l step by a n 

a dv a nced monitoring  of cha ng es in norm relev a nt a ttributes v a lues. O n the other ha nd, it 

reports potentia l a tta ck sig ns throug h f la g g ed fea tures a s a bnorma l. 

 
Sort models of  

DPj,Q+ 1 ba sed on 

sri,j   

Subsets of N orm detection 

models 

DPj,Q+ 1⊆DPj, j=1..J 

DPj,Q+ 1={Pi, i=1..Nj,Q+ 1} 

 Select top ra nked 

model: Mj   

   

 
A na lyz e da ta  

insta nce xt,j with 

selected Mi 

P reprocessed log  da ta  

exa mples {xt,j, j=1..J} 

O utput set  

{ot,i,j} 

F use decisions   

of the output set 

 

F used outputs of 

selected models: 

CO t 

 

 
U pda te output set 

of  processed log  

types 

[∃ log  type] 



CHAPTER 4: Adaptive analysis and detection  

 155

 

 

 

 

 

 

 

 

 

 

 

 

F ig ure  4.6 :  Norm  re le v a nt f e a ture  control p roce s s  ( F CP-1
s t
 s te p )  

 

N orm fea tures control a nd prelimina ry security ev a lua tion steps induce redunda nt 

v erif ica tions of ea ch log g ed da ta  exa mple. Such redunda ncy is intentiona lly included in the 

selection process. It increa ses the cha nce of identifying  intrusion sig ns by inserted double 

control. Moreov er, it ensures tha t a ll detection models ca pa ble to recog niz e norma l system 

a ctiv ities a re considered in the two f irst steps of the selection process, ev en those excluded by 

the security ev a lua tion step a re inv olv ed in the norm fea ture control step throug h rev ising  

cha ng es in v a lues of their relev a nt fea tures. A dditiona lly, it reinforces the decision to interrupt 

the ma in process of the multimodel a na lysis eng ine a t this lev el when trea ted da ta  insta nces of 

different log  types a re ev a lua ted a s norma l. 

O utputs of  security ev a lua tion a nd norm fea tures control steps a re tested. In the ca se of 

a bnorma l beha v ior in the f irst or una ccepta ble cha ng es in the second, the next step of a tta ck 

relev a nt fea tures control of  the selection process is sta rted. P erformed a ctions of this third step 

a ccomplish a  thoroug h tra cking  of prev iously sig na led intrusion sig ns. 

4.4.3  Control re le v a nt f e a ture s  of a tta ck  cla s s e s  

T he third step of the model selection process is ca rried depending  on decisions of the prev ious 

steps. T he control step of relev a nt fea tures of different a tta ck cla sses is initia ted only if the 
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current security sta te is ev a lua ted a bnorma l or a t lea st a  sing le norm relev a nt fea ture is 

f la g g ed, for a ny processed log  type. It sepa ra tely focuses on fea ture subsets of considered log  

types. T he third checking  step is itera tiv ely performed for ea ch log  da ta  type, a s illustra ted in 

f ig ure 4.7. A n itera tion of  the control process concerns a  sing le a tta ck cla ss. It ta kes a ccount 

of selected fea tures of tha t cla ss, C

q,j
F , their observ ed a nd sa v ed v a lues respectiv ely in the 

current log  da ta  insta nce, xt,j, a nd stored reference v ector, RFj,q.  It checks cha ng es between 

observ ed a nd sa v ed v a lues with respect to prespecif ied control interv a ls, ea ch of which 

corresponds to a  sing le relev a nt fea ture. A ny of relev a nt fea tures is ma rked a s a bnorma l only 

if  its observ ed v a lue f a lls within the control interv a l. F la g g ed fea tures subsets, U
T

j a nd Uj,Q+ 1, 

respectiv ely in the current a nd precedent control steps will determine the set of a bnorma l 

a ttributes, Uj, of considered log  type j. T he resulting  set of a bnorma l fea tures is forwa rded to 

the ev a lua tion a nd ra nking  step of the model selection process. It will ma inly serv e in 

ev a lua ting  g loba l scores of ca ndida te detection models a nd sorting  them a ccording  to these 

scores. Different a ctions of the control process focusing  on a tta ck relev a nt fea tures a re 

illustra ted for a  sing le log  type in f ig ure 4.7 a nd presented in deta il in the a ppendix A .  

A s sta ted in the idrs life cycle, a n initia l a na lysis of the monitored system security is 

conducted relying  on desig ned three checking  processes. T he prelimina ry security ev a lua tion 

process determines whether currently report security sta te is norma l or a noma lous. Its 

decisions a re reinforced by the next process. T he la tter controls dev ia tions of observ ed v a lues 

of norm relev a nt fea tures to the expected beha v ior of the system. T he la st process checks if 

ta ken v a lues of a tta ck relev a nt fea tures correspond to a  known intrusiv e beha v ior.  

In our fra mework, prelimina ry security ev a lua tion a nd fea ture control processes a re 

complementa ry. T hey a chiev e a  twofold objectiv e. O n one ha nd, they fulf ill a n initia l 

a ssessment of the current security sta te of the monitored system. O n the other ha nd, they 

identify key fea tures tha t will serv e in selecting  most effectiv e detection model combina tions. 

P relimina ry security ev a lua tion a nd norm fea ture control processes continua lly superv ise 

security sta te of the ta rg et env ironment ov er a ll considered log  types. A tta ck fea ture control 

process is trig g ered when a t lea st one of prev ious processes reports unexpected beha v ior 

within a na lyz ed log  da ta .  O utputs of  fea ture control processes a re critica l for identifying  

ca ndida te detection models, ev a lua ting  their scores a nd ra nking  them, a s deta iled in the next 

section.  
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F ig ure  4.7 :  Control of a tta ck  cla s s e s  re le v a nt f e a ture s  for s ing le  log  ty p e  ( F CP-2
e d

 Ste p )  

4.4.4 De te ction m ode l e v a lua tion a nd ra nk ing  s te p  

T his step of the selection process a ims a t estima ting  scores a nd sorting  detection models of 

ea ch log  type relying  on these scores. Detection model scores serv e a s the ma in criterion in 

the selection process. T hey combine two types of f a ctors na mely performa nce a nd da ta  

dependent f a ctors. P erforma nce fa ctors a re included in estima ting  detection model rela tiv e 

scores a s discussed before. T he sing le da ta  dependent fa ctor included in this step will a ssess 

a ppropria teness of detection models to a na lyz e current security sta te. It focuses on relev a nt 

fea ture subsets of  g enera ted detection models a nd those f la g g ed in the two prev ious steps of 

the selection process.  

T he g loba l score of a  detection model is determined ba sed on its rela tiv e score a nd fla g g ed 

fea ture fa ctor. T he la tter expresses to which deg ree the concerned detection model is a deq ua te 

to expla in ma rked cha ng es in the monitored system beha v ior. A ppropria teness of a  detection 

models, a ccording  this fa ctor, depends on the fra ction of common fea tures, δi,j, between its 

relev a nt a ttribute set a nd those reported a s a bnorma l. T hus, the f la g g ed fea ture f a ctor is 

determined a f ter performing  fea ture control steps of the selection process. It inv olv es both, 

the output of  control steps, Uj, a nd relev a nt fea ture subsets of g enera ted detection models, 
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detection models in DMj a re initia lly determined, δi,j= Fi ∩ Uj. T hen, the f la g g ed fea ture 

f a ctor, ffi,j, of ev ery detection model, Mi ∈ DMj, is computed a s follows:   

i

j,i

j,i

F
ff

δ

=      (4.10) 

where, |X | is the ca rdina lity of the set X .  

Most a ppropria te detection models to process log g ed da ta  ha v e hig her v a lues of the f la g g ed 

fea ture fa ctor. F or ev ery log  type, ev a lua ted fa ctors a re a lso inv olv ed in determining  the 

ca ndida te detection model subset, to be considered in ra king  a nd selection steps. Detection 

models a ssocia ted with not null f la g g ed fea ture f a ctor v a lues only a re included in this set. T he 

g loba l scores of  detection models a re then estima ted using  a  weig hted sum of rela tiv e scores 

a nd fla g g ed fea ture f a ctors ba sed on the following  formula : 

( )
j,ij,ij,i

ffsrsg +=

2

1
 (4.11) 

E q ua l weig hts in g loba l scores computa tion indica te tha t both performa nce a nd 

a ppropria teness a re essentia l f a ctors to ev a lua te detection models a nd select the most effectiv e 

combina tion of them to a ssess current security sta te of the system. W eig ht coef ficients ma y be 

rev ised depending  on whether performa nce or a ppropria teness is more importa nt to ev a lua te 

detection models. F or ea ch log  type, ev a lua ted g loba l scores serv e a lso in ra nking  ca ndida te 

detection models them. 

Ma in a ctiv ities performed in ev a lua ting  a nd ra nking  a nd selection steps for ea ch log  type a re 

depicted in f ig ure 4.8. Inputs for these a ctiv ities include f la g g ed fea ture subset reported by the 

control processes a nd g enera ted detection profiles for considered log  type. T he initia l a ctiv ity 

of the ev a lua tion a nd ra nking  step determines the common fea ture set,δi,j, for ea ch detection 

model of log  type j, Mi. T he common fea ture set of a  detection model corresponds to its 

relev a nt a ttributes reported a s a bnorma l depending  upon the output of control steps a nd 

processed da ta  exa mple. It serv es in fulf illing  the next two a ctiv ities of the ev a lua tion a nd 

ra nking  step. O n one ha nd, the common fea ture set of  a  detection model determines whether it 

is included or not in the set of ca ndida tes, CSj. In the other ha nd, it is inv olv ed in estima ting  

f la g g ed fea ture fa ctor for the corresponding  detection model a nd then its g loba l score, with 

the considera tion of its ev a lua ted rela tiv e score, sri,j, a nd respectiv ely eq ua tions (4.10) a nd 

(4.11). Ca ndida te detection models a re ra nked ba sed on their g loba l scores. A f terwa rds, the 

resulting  subset is processed in the la st step of the selection process to identify the most 

effectiv e detection model combina tion to a na lyz e log g ed da ta  exa mple of type j.  
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4.4.5  De te ction m ode l s e le ction s te p  

T his la st step of the selection process itera tiv ely trea ts subsets of ra nked ca ndida te detection 

models, CSj, j=1..J, of different log  types a s presented by fig ures 4.3 a nd 4.8. Its ma in g oa l 

consists of identifying  most effectiv e combina tions, ea ch of which concerns a  sing le log  type, 

to be inv olv ed in conducting  a  thoroug h a ssessment of current security sta te of the system. 

Multiple selection methods ma y be useful to implement this step. T hree of them a re discussed 

in this section. 

T he first selection method identif ies f ixed siz e combina tions of hig hly ra nked detection 

models. F or ev er log  type, top ra nked detection models with respect to their g loba l scores a nd 

the prespecif ied combina tion siz e a re selected to a na lyz e current log  da ta  exa mple. A lthoug h 

this method is simple a nd intuitiv e, its selected detection model combina tions ma y include 

redunda ncies. R edunda nt ca ses within a  selected combina tion a re identif ied when two or 

more detection models ha v e nea rly identica l relev a nt fea ture subsets. In such ca ses, only a  

reduced subset of common a ttributes between those f la g g ed a bnorma l a nd those relev a nt for 

selected detection model is considered in a na lyz ing  log g ed da ta . T his ma y lea d to a  pa rtia l 

a ssessment of the current security sta te of the monitored system a nd therefore the f ina l 

decision of the combined detection model ma y be a f fected.  

T he second selection method reduces redunda ncies within selected detection model 

combina tions by imposing  a  cov era g e condition. F or ea ch selected combina tion, the la tter 

condition is sa tisf ied only if  relev a nt fea ture subsets of inv olv ed detection models ensure the 

ma ximum cov era g e of f la g g ed a ttribute set of considered log  type, Uj. T his second method is 

slig htly different to the first one. F urthermore, it determines combina tions including  v a ria ble 

number of detection models, with respect to a n upper bound. H owev er, simila rly to the f irst 

method, its selected detection models a re a mong  hig hly ra nked.  

T he third selection method a ims a t identifying  div ersif ied combina tions of detection models 

for processing  collected log  da ta . V a rious div ersity mea sures ma y be useful for this method. 

T he ma in objectiv e behind using  these mea sures is boosting  g loba l performa nces of selected 

combina tions tha t include complementa ry a nd independent detection models. T he div ersity of 

a  pa ir or subset of detection models ma y be expressed using  simila rity, a g reement, correla tion 

[100], [205], [209], [269] or other mea sures. Different resea rch works ha v e tested div ersity 

mea sures in desig ning  multiple cla ssif ier systems [12], [206], [326]. Disa g reement mea sure 

a nd Q  sta tistics a re a mong  widely a dopted div ersity mea sures in these experimenta l studies. 

T he disa g reement mea sure a ssesses the difference between two cla ssif iers ba sed on 
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proportions of inv ersely cla ssif ied exa mples. Y ule’ Q  sta tistic wa s a dopted in [205] a nd [208] 

to ev a lua te the dependency between a  pa ir of cla ssif iers. Disa g reement a nd Q  sta tistic a re 

respectiv ely ev a lua ted for a  pa ir of cla ssif iers, (u,v), a s follows:  

01100011

0110

NNNN

NN
dis

v,u

+++

+
=   (4.12) a nd,  

 
01100011

01100011

NNNN

NNNN
Q

v,u

+

−
=   (4.13) 

 W here, N
11

 a nd N
0 0

 a re numbers of times both cla ssif iers, u a nd v, a re respectiv ely correct 

a nd incorrect. N
10

 a nd N
0 1

 a re numbers of times only sing le cla ssif ier, respectiv ely, u or v, is 

correct. 

N ew div ersity mea sures ha v e been proposed in other works such a s [12], [13], [37], [170]. 

A ksela  et a l. [12] a nd [13] ha v e proposed new div ersity mea sures tha t focus on the 

sig nif ica nce of cla ssif iers prediction errors. W eig hted count of errors a nd correct results, 

W CE C, a nd exponentia l error count, E E C, a re two mea sures of the error div ersity ca teg ory 

introduced by A ksela  et a l. W CE C ta kes a ccount of both positiv e a nd neg a tiv e cla ssif ica tion 

results of a  pa ir of cla ssif iers. It g iv es empha sis to ca ses when both cla ssif iers a re correct or 

they ma de the sa me errors. U sing  a rbitra ry weig hts, W CE C is estima ted by: 

( )
0000011011 521
samediffv,u

NNNNNW CEC −−++=   (4.14)  

 00

diff
N  a nd 00

same
N  a re counts of the number of times both cla ssif iers ma de respectiv ely different 

a nd sa me errors using  g iv en test sa mple. E E C mea sure ta kes a ccount of exponentia lly 

weig hted error count by the number of cla ssif iers ma king  it. It is ev a lua ted for ea ch 

combina tion, CB of k ca ndida te cla ssif iers, a s follows:  
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i

same,i
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N
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�
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W here, 0

same,i
N  is the count of sa me errors ma de by i cla ssif iers a nd 1

all
N  is the number of 

correctly cla ssif ied exa mples by a ll cla ssifiers of the combina tion CB.  

A lthoug h, resea rches in the f ield of multiple cla ssif ier systems theoretica lly stress the 

a ssumption of  strong  correla tion between div ersity a nd a ccura cy of cla ssif iers, no pra ctica l 

div ersity mea sure is yet proposed to support such hypothesis. T herefore, the ma jority of these 

works ha v e identified a  wea k correla tion between div ersity mea sures a nd a ccura cy of multi-

cla ssif ier systems [1], [56], [170], [206], [207], [237], [269]. O ther works instea d ha v e 

illustra ted the effectiv eness of div ersity mea sures in improv ing  performa nce of cla ssif ier 

combina tions [37], [46], [139].    
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Multiple other selection methods a re a lso ca ndida tes a nd ma y be a ppropria te to the detection 

model selection component of the proposed idrs fra mework. T hey include methods ba sed on 

the integ ra tion of  two div ersity mea sures or more such a s in [37]. O ther selection methods 

combine performa nce a nd div ersity mea sures. F urthermore, they use dif ferent sea rch methods 

such a s g enetic a lg orithms to identify most effectiv e combina tions of detection models tha t 

ensure the best tra deoff between performa nce a nd div ersity. T he method ba sed on G ME S 

(G enetic E nsemble Member Selection) a lg orithm of L ö fströ m [236] is a n exa mple tha t 

combines div ersity a nd performa nce mea sures. F urthermore, it uses g enetic sea rch to select 

best combina tions of cla ssif iers. A dditiona l other selection methods ha v e been discussed a nd 

experimented in [135], [326]. 

V a ria nts of top ra nked a nd div ersity ba sed selection methods a re useful for the la st step of the 

selection process. Multiple combina tions of a ppropria te detection models a ccording  one of 

discussed criteria  a re identif ied, ea ch of which concern a  sing le log  type. T hey will fulfill the 

step of log  a na lysis. T he la tter is presented in deta il in the next section. 

 

 

F ig ure  4.8 :  Ev a lua tion, ra nk ing  a nd s e le ction of s ing le  log  ty p e  de te ction m ode ls   

4.5  Log  da ta  a na ly s is  

F ea ture ba sed selected detection models combina tions of  St={St,j, j=1..J} a re inv olv ed in the 

next a ctiv ity of the multimodel a na lysis process na mely log  a na lysis step. E a ch subset will 

a na lyz e preprocessed a nd forma tted log  da ta  exa mples of the corresponding  type. B efore this 
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step, for ea ch type j, collected log  da ta  within a  prespecif ied time interv a l is preprocessed a s 

imposed a t the tra ining  pha se. A f terwa rds, the resulting  preprocessed log  da ta  insta nce is 

reduced a ccording  to relev a nt fea ture subsets selected by detection models in St,j. R educed 

da ta  insta nces a re then a na lyz ed by corresponding  detection models, Mi∈St,j. Different a ctions 

of the a na lysis process a re performed for log  da ta  insta nces of considered types. T he a ctiv ity 

dia g ra m in f ig ure 4.9 illustra tes ma in a ctions of the log  a na lysis process for sing le log  type. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

F ig ure  4.9 :  Log  a na ly s is  p roce s s  for s ing le  log  ty p e  

T he output set of the a na lysis process for ea ch log  type j consists of output la bels, 
i,t

q
c ∈Ci, 

ea ch of which is a ssig ned by a  selected model, Mi∈ St,j, to currently a ssessed security sta te of 

the monitored computing  env ironment. More string ent a ssessment of  the current security sta te 

of the system ma y be conducted when decisions of detection models within a nd ov era ll output 

sets a re considered, ev en those conflicting . T herefore, two lev el fusion process is proposed, a s 

sta ted in the third step of our idrs fra mework, in order to deriv e a  combined decision on the 

a ctiv ities of  the monitored system ov er a ll included tra ce types. T he next section deta ils 

different steps of the detection model fusion process.  

4.6  De te ction m ode l fus ion 

Subsets of  selected detection models will process collected log  da ta set. T o deriv e the f ina l 

idrs ev a lua tion of the current sta te of the monitored system, these detection models should be 
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combined. Sev era l combina tion lev els a re discussed in this section, but only fusion a t the 

decision lev el is reta ined for our idrs fra mework. Moreov er, v a rious methods a re ca ndida tes 

to fuse selected detection models a t the decision lev el. H owev er, uncerta inty ba sed 

a g g reg a tion methods only a re introduced in this section. F urthermore, a  specif ic a ttention is 

g iv en to ev identia l combina tion methods for which two fusion rules a re deta iled na mely 

Dempster rule a nd Smets’s conjunctiv e rule. T he la tter rule specif ica lly is included in 

modeling  the idrs fusion problem. In this problem, only one a nd multicla ss detection models 

a re considered.  

4.6 .1 F us ion m e th ods  

Informa tion fusion concerns combina tion of often imperfect a nd heterog eneous informa tion in 

order to ha v e g loba l, complete a nd hig h q ua lity informa tion req uired to ta ke rig ht decision 

a nd implement a ppropria te a ctions [51]. Different fusion methods ha v e been proposed to 

combine informa tion from sev era l sources. T hey form three ma in g roups ba sed on fusion 

lev els na mely, da ta , fea ture a nd cla ssif ier combina tion methods. A ll three g roups ma y be 

considered a t dif ferent lev els of the cla ssif ica tion process [208], [326]. Methods of  the two 

f irst fusion lev els a re less explored compa ra tiv ely the third one. T hey focus respectiv ely on 

preprocessing  a nd integ ra tion of a cq uired ra w da ta  a nd fusion of fea ture subsets extra cted 

from sev era l sources. Methods of these g roups a re a dopted in a  wide ra ng e of a pplica tions 

including  ima g e a nd sig na l processing . 

Methods of the third g roup, a lso ca lled decision fusion methods, a re the most widely studied 

a nd inv estig a ted in litera ture [4], [51], [326], [412]. T hey propose dif ferent stra teg ies to ea se 

the multi-cla ssif ier problem. T hey a re subdiv ided into two subg roups depending  on whether 

they focus on cla ssif iers (cla ssifier structure) or their outputs. Methods of the f irst subg roup 

a re concerned with the desig n of multi-cla ssifier systems a nd how a re g enera ted ba se 

cla ssif iers using  a v a ila ble tra ining  da ta . B a g g ing  a nd boosting  a re common methods of this 

subg roup. T hey focus on a  combina tion of multiple cla ssif iers g enera ted by sa mpling  from the 

orig ina l tra ining  da ta  set. B ut, they use different techniq ues to g enera te the tra ining  sa mple of 

ea ch ba se cla ssif ier. 

In the second subg roup, combina tion methods solely opera te on cla ssif iers outputs. O utput 

informa tion of ba se cla ssif iers ca n be a ssig ned to one of the three lev els: a bstra ct, ra nked a nd 

mea surement. T ype I cla ssif iers output a bstra ct la bels tha t indica te the most proba ble cla sses 

to processed da ta  exa mples. O utput informa tion of type II  cla ssif iers corresponds to pa rtia l or 

completely ra nked lists of cla ss la bels. Most likely output cla sses for these cla ssif iers a re 
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g iv en by top ra nked la bels of the lists. T ype II I  cla ssif iers instea d a llow soft outputs 

interpreted a s confidence or certa inty fa ctors a ssig ned to considered cla ss la bels. P rocessed 

da ta  insta nces by these cla ssif iers a re a ssig ned to output cla sses a ssocia ted with hig hest 

confidence v a lues.  

Dif ferent v a ria nts of v oting  method, such a s the ma jority a nd weig hted plura lity v oting  

methods, a nd other proba bilistic a nd ev identia l methods a re useful to fuse type I cla ssif iers 

outputs [206], [271]. Combina tion methods of type II  cla ssifiers a t decision lev el a re ba sed 

either on reduction or reordering  a pproa ches. T hey a im a t improv ing  the ra nk of the true cla ss 

of g iv en input either by reducing  or resorting  cla ss la bels ov er a ll lists. T he la rg est cla ss of 

combina tion methods focuses on type II I  cla ssifiers, a lso referred to a s proba bilistic cla ssifiers. 

T hese fusion methods thoug ht of returned certa inty or confidence v a lues by ea ch cla ssif ier a s 

proba bility, fuz z y or belief mea sures [51], [326], [393]. Sa me of proba bilistic a nd ev identia l 

fusion methods of mea surement a nd a bstra ct lev els ha v e been experimented in the intrusion 

detection f ield such a s in [184]  

In our idrs fra mework, detection models a re supposed prov iding  outputs a t the a bstra ct lev el. 

Combina tion methods opera ting  a t the a bstra ct lev el, specif ica lly ev identia l methods, a re the 

only considered in this work. In such context, ev identia l fusion methods a re a ppropria te to 

dea l with conflict in detection models decisions. F urthermore, they a llow much more 

f lexibility to integ ra te context dependent knowledg e in desig ning  the combined detection 

model. A dditiona l other benefits supporting  the a doption of ev identia l methods in desig ned 

detection model fusion process a re subseq uently discussed.  

4.6 .2  De m p s te r’ s  rule  b a s e d com b ina tion 

E v identia l fusion is ba sed on Dempster’s orthog ona l combina tion rule. T he la tter is widely 

known a nd commonly a pplied in sev era l fusion problems. V a rious other fusion rules ha v e 

been dev ised relying  on Dempster’s rule to cope with wea knesses of this including  Smets’s 

conjunctiv e rule, Dubois a nd P ra de’ rule, Y a g er’s rule a nd others rev iewed in [228], [301]. 

Dempster’s combina tion rule a nd Smets’s conjunctiv e rule only a re studied in this work.  

4.6 .2 .1 De m p s te r Sh a f e r Th e ory  

T he ma thema tica l theory of ev idence is a  g enera liz a tion of proba bility theory to simply a nd 

directly represent ig nora nce. T he Dempster-Sha fer theory (DST ) of ev idence is a  powerful 

tool for representing  knowledg e, upda ting  beliefs a nd combining  ev idences relying  on 

Dempster’s combina tion rule [343]. T hus, it becomes a ttra ctiv e for modeling  complex 
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systems a nd pra ctica l for multiple a pplica tions trea ting  uncerta inty in different doma ins such 

a s cla ssif ica tion, informa tion fusion, a nd medica l dia g nosis [227]. 

DST  is ba sed on a  univ erse of discourse known a s the fra me of discernment a nd denoted by Ω. 

T he fra me Ω is a  set of mutua lly exclusiv e a nd exha ustiv e hypotheses, { }
M

ww ,...,1=Ω . A ll 

possible subsets of Ω, A ⊆Ω, a re a lso hypotheses a nd they form the superset of 2
M

 elements. 

T he impa ct of ev idence on a  subset of  the power set ca n be mea sured by ma ss functions or the 

ba sic proba bility a ssig nment (bpa ). T he la tter is a  ma pping  function of the powerset to the 

interv a l [0,1]. F orma lly, its properties a re the following : 
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T he hypotheses a ssocia ted with not null ma ss a re ca lled foca l elements. T hey represent the 

only elements in Ω dea lt with in computing  belief v a lues. T he belief function is ba sed on the 

ma ss function to ev a lua te the tota l belief committed to a  g iv en hypothesis A v ia  a ll its subsets 

a s g iv en by the following  formula : 

( ) ( )�
⊆

=
AB

BmABel   (4.17) 

T he pla usibility a lso relies on bpa . It is the sum of a ll ma sses a ssocia ted with a ny subset B 

tha t intersect with A  

( ) ( )�
∅≠∩

=
AB

BmAPl   (4.18) 

Bel a nd Pl represent respectiv ely the lower a nd upper bound tha t loca te the proba ble impa ct of 

ev idence on the hypothesis A. T hey specify respectiv ely the minimum a nd the ma ximum 

extents to which current ev idence a llows to believ e in  A [14], [28], [328] 

B eliefs a ssig ned to foca l elements a re discounted when their source is not tota lly relia ble. 

Discounting  consists of redistributing  support deg rees between foca l elements ba sed on 

source relia bility deg ree, α. Discounting  opera tion wa s initia lly proposed by Sha fer [343]. It 

a ssig ns reduced pa rts of  belief ma sses of different hypotheses to the uncerta in set Ω. 

Discounted belief function 
α
m is defined a s follows:  
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T he discount coeff icient, (1-α), is null when the considered source is fully relia ble. In the 

other ca se, the discount coefficient is eq ua l to 1, the informa tion source is unrelia ble a nd its 

a ssocia ted belief function represents the tota l ig nora nce.    



CHAPTER 4: Adaptive analysis and detection  

 166

4.6 .2 .2  De m p s te r’s  rule  of com b ina tion 

Dempster’s rule a g g reg a tes two or more independent ev idences within the sa me fra me of 

discernment a nd from different sources into a  sing le belief function. T he combined belief 

function expresses support of the g iv en proposition in both ev idences bodies. 

Consider Bel1 a nd Bel2 two belief functions a nd m1 a nd m2 their respectiv e bpa  a ssocia ted to 

independent ev idences defined in the sa me fra me Ω. T he combined bpa  tha t represents the 

a g g reg a ted impa ct of dif ferent pieces of ev idences on the hypothesis A is defined a s follows: 

( ) ( )
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=
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AmmAm,A

21
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where the norma liz a tion coeff icient K is expressed by:  
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It expresses the deg ree of  a g reement between sources; if  this coeff icient is null, it mea ns the 

complete conflict between sources a nd the combina tion of their beliefs is impossible. T he 

combined beliefs of two distinct sources ( ( ) 21 BelBelABel ⊕= ) ca n be a lso computed using  

their fused ma sses a nd Bel eq ua tion of respectiv ely (4.20) a nd (4.17). 

DST  is useful when dea ling  with incomplete a nd possibly contra dictory informa tion. It does 

not req uire a  prior knowledg e on hypotheses proba bility distribution for performing  ev idences 

combina tion a s in B a yesia n scheme. H owev er, the DS combina tion scheme is simila r to the 

B a yesia n scheme in tha t ev idences a re a ssumed to be sta tistica lly independent [343] 

4.6 .2 .3  Ex is ting  fus ion m e th ods  

In the proposed idrs fra mework, different subsets of heterog eneous detection models a re 

selected to process currently log g ed da ta sets. T he outputs of inv olv ed detection models a re 

supposed to be a t the a bstra ct lev el. T hey correspond to different subsets of cla ss la bels ea ch 

of which is a ssocia ted with selected detection models of g iv en log  type. E a ch cla ss la bel 

represents the output decision of a  selected detection model on the processed log  da ta  insta nce. 

Sev era l methods ha v e been proposed to fuse heterog eneous detection models a t the a bstra ct 

lev el [14],[271], [327]. V ote methods a re widely known fusion methods tha t opera te a t the 

a bstra ct lev el. T hey solely focus on output la bels of detection models. T hey use v a rious rules 

including  ma jority v ote to deriv e the combined decision. X u et a l [412] ha v e proposed 

different v a ria nts of the ma jority v ote tha t a lso dea l with the combina tion of a bstra ct or type I 
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cla ssif iers. A dditiona lly, two other ev identia l fusion methods of X u et a l. a nd P a rikh et a l. a re 

a lso useful in combining  a bstra ct cla ssifiers. T hese methods focus on output la bels a nd prior 

knowledg e of pa rticipa ting  cla ssif iers to deriv e their combined decision [291], [412]. 

X u et a l. ev identia l combina tion method is ba sed on detection model g loba l informa tion. 

R ecog nition, Substitution a nd R ejection ra tes (R SR ) of a tta ck cla sses a nd norma l beha v ior a re 

used in this method [412]. T hese performa nce metrics a re ev a lua ted for ea ch detection 

model, { }
Ii

M,...,MM 1∈ , with respect to output cla sses considered a t the tra ining  pha se, 

{ }
11 ,...,

+
=

Q
ccC . A ssuming  tha t a ll detection models ha v e the sa me output set, for ea ch output 

cla ss cq, these metrics respectiv ely correspond to proportions of pa tterns correctly cla ssif ied, 

confused with other cla sses a nd not recog niz ed by detection model Mi. T hey a re computed 

using  the confusion ma trix of ea ch detection model for testing  set a s follows: 

q
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W here 
i

q
r  a nd 

i

q
s  a re respectiv ely recog nition a nd substitution ra tes of detection model i when 

processing  a  sa mple of  npq da ta  exa mples of cla ss cq. R ecog niz ed a nd substituted exa mples of 

cla ss cq by detection model Mi a re determined respectiv ely by true positiv e, tpq, a nd f a lse 

neg a tiv e, fnq, pa tterns in the confusion ma trix. R ejected pa tterns of ea ch output cla ss by 

detection models a re a lso included in confusion ma trices considered by X u et a l. T hey a re 

inv olv ed in determining  rejection ra te of ea ch detection model which corresponds a lso to 

( i

q

i

q
sr −−1 ). A ssessed performa nce metrics will serv e in computing  belief  ma ss (mi) of ea ch 

hypothesis in the fra me of discernment, Ω={A1, … , Aq,… , AQ}, where the hypothesis Aq sta tes 

tha t processed da ta  exa mple x belong s to the output cla ss cq ∈C. 

In SR S method [291], the output decision of a  detection model, 
i

M , on processed da ta  

exa mple x is { }
2+

∪∈
Qq

cCc
i

 such tha t, 
i

qi
c)x(M =  a nd cQ+ 2 is the rejection cla ss. 

Depending  on outputs of ea ch detection model, two ma in ca ses a re trea ted by the SR S method 

in computing  bpa  of processed da ta  exa mple x. B elief ma sses on hypotheses of Ω a re 

estima ted a ccording  SR S a s follows: 

− R ejected sa mple: 2+
=

Qq
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i

 a nd it is the complete ig nora nce ca se a nd 1=Ω )(m
i

,  
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− R ecog niz ed exa mple: Cc
i

q
∈ , two foca l elements a re identified 

(
i

q
A a nd { }

ii qq
AA −Ω=¬ )  a nd belief ma sses a re estima ted by:  

{ }( )

( )

( )�
�
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−−=Ω

=¬

=

i

q

i

qi

i

qqi

i

qqi
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sAm

rAm

i

i

1

 (4.24) 

T he bpa  of detection models g iv en by (4.24) will be fused using  the orthog ona l combina tion 

rule of Dempster, (4.20), a s discussed in the a bov e section, to a ssig n processed insta nce x to 

the most a ppropria te cla ss. 

A s in X u et a l.’  method, P a rikh et a l.’  predictiv e ra te combina tion scheme, P R M, is ba sed on 

cla ssif ier lev el informa tion. In P R M, predictiv e ra tes instea d of recog nition, substitution a nd 

rejection ra tes a re inv olv ed in estima ting  belief ma sses of hypotheses. T hey a re estima ted 

using  the confusion ma trix of ea ch detection model. T he predictiv e ra te of ea ch cla ss ta kes 

into a ccount miscla ssified insta nces of other cla sses. It a ssesses the ca pa city of a  detection 

model to recog niz e pa tterns of a  g iv en output cla ss. F or ea ch column of the confusion ma trix, 

the predictiv e ra te of detection model Mi for cla ss cq corresponds to the ra tio between 

correctly recog niz ed pa tterns, tpq, a nd tota l pa tterns identif ied a s belong ing  to the cla ss cq, (tpq 

+  fpq). 

qq

qq

i

fptp

tp
p

+

=   (4.25) 

In P R M, bpa  of hypotheses a re estima ted using  predictiv e ra tes when processed da ta  

exa mples a re not rejected by detection models. F or a  g iv en detection model, Mi, if  its output 

for processed da ta  insta nce x is Cc
i

q
∈ , then identif ied foca l elements in this ca se a re 

i
q

A  

a nd { }
ii

qq
AA −Ω=¬ , their bpa  a re determined a s follows: 
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1
  (4.26) 

Illustra tiv e exa mples g iv en in [184] deta il how performing  detection models fusion using  

R SR , R P M a nd other methods.  

Sev era l other combina tion methods ha v e been ba sed on DST . T hey propose different 

improv ements to ov ercome wea knesses of Dempster’s rule a s discussed in [228], [301], [359], 

[425]. Smets ha s a lso worked out a nother v ersion of Dempster’s rule, Smets’s conjunctiv e 
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rule, in the fra me of his interpreta tion of DST , ca lled the T ra nsfera ble B elief Model (T B M) 

[353]. T he following  section introduces the T B M model of Smets a nd his fusion rule. 

4.6 .3  Sm e ts ’ s  conjunctiv e  rule  b a s e d fus ion 

T B M is a n interpreta tion of  Dempster-Sha fer T heory of  belief function proposed by Smets. It 

prov ides a  model, for representing  q ua ntif ied beliefs, tota lly unlinked to the proba bility model. 

T his model is solely ba sed on credibility or belief functions a s a ppropria te mea sures of beliefs. 

Moreov er, belief functions a re free from a ny a ssumption tha t link them to proba bility 

functions such a s ra ndomness concept, a dditiv ity rule a nd prior proba bility distribution on the 

fra me of discernment [353], [354], [356]. 

T he T B M wa s ba sed on two-lev el structure: creda l a nd pig nistic. T he creda l lev el is 

concerned with enterta ining  beliefs. It relies on two components including  sta tic a nd dyna mic. 

T he sta tic component q ua ntif ies beliefs of g iv en user using  belief  function. T he dyna mic 

component instea d dea ls with belief rev ision when new pieces of informa tion become 

a v a ila ble for user. T he pig nistic lev el focuses on belief ba sed decision ma king .  B eliefs a t this 

lev el a re q ua ntif ied by proba bility functions. T he pig nistic tra nsforma tion proposed by Smets 

ensures construction of these proba bility functions from belief functions a t the creda l lev el.  

In the T B M fra mework, the creda l lev el precedes the pig nistic lev el. A t a ny time, the former 

q ua ntif ies, upda tes a nd combines beliefs. B ut, when decisions ha v e to be ma de, the la tter 

constructs pig nistic proba bilities from belief functions. 

Th e  cre da l le v e l:  

T his lev el includes two components. T he f irst component focuses on beliefs representa tion 

a nd ev a lua tion. B ut, the second component dea ls with belief rev ision. 

 

The static component: 

T he initia l a nd crucia l step in formula ting  a ny problem with T B M is the definition of the 

fra me of discernment, Ω, tha t conta ins a ll sta tes of the na ture, wi: i =1, …, M. T hen, beliefs 

tha t support a ny subset A ⊆ Ω a re q ua ntif ied using  belief function from the power set 2
M

 to 

the interv a l [0,1].  

[ ]

( )�
Ω⊆

=

→

A

M

Am

m

1

1,02:
  (4.26) 

B a sic belief  a ssig nment (bba ) or belief ma ss function, m(), is one possible form to express 

belief function. B elief ma ss, m(A), q ua ntif ies tha t pa rt of user belief a lloca ted to the 
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hypothesis A , i.e., tha t the a ctua l world belong s to A a nd due to la ck of informa tion, user does 

not support a ny strict subset of A. A  ma ss function is norma liz ed only if m(∅)=0  a s in DST . 

T he belief deg ree on A, b el(A), is obta ined by summing  a ll bba  g iv en to X≠∅ a nd X ⊆ A ⊆ Ω 

( ) ( )�
⊆≠∅

=

AX

XmAb el   (4.28) 

In the T B M fra mework, Smets does not a ssume the norma lity condition, m(∅)=0, except 

under the hypothesis of closed world where Ω is exha ustiv e. H owev er, under the a ssumption 

of  open world, the bba  of  the empty set, m(∅), is interpreted a s the belief ma ss tha t supports 

the a ctua l world does not belong  to Ω. In this ca se, the bba  a ssig ned to ∅ is not specif ic a nd 

does not support a ny subset, A ⊆ Ω,  beca use ∅  supports a t the sa me time A a nd ¬A. 

A dditiona lly, the positiv e ma ss a lloca ted to the empty set in the T B M ha s a  different 

interpreta tion in the dyna mic component. 

Coa rsening  a nd ref inement: g iv en tha t Θ a nd Ω two fra mes of discernment. A  ma pping  ρ 

f rom the powerset 2
Θ 

to the powerset 2
Ω

, (ρ: 2
Θ
→2

Ω
), is ca lled a  refining  if  it v erif ies 

following  properties:  

1- { }( ){ }
Ω

⊆Θ∈θθρ 2,  is a  pa rtition of Ω 

2- ( ) { }( )�
A

�A�,A

∈θ

θ=Θ⊆∀  

Θ is ca lled a  coa rsening  of Ω a nd Ω is a  ref inement of Θ. T he bba  Θ

m  on Θ  ca n be 

tra nsformed into bba  on the ref inement Ω relying  on v a cuous extension a s follows [95], [97]: 

( )( ) ( ) Θ⊆∀=ρ
ΘΩ↑Θ

AAmAm    (4.30) 

Dynamic component: 

B eliefs issued from distinct sources a nd q ua ntif ied by bba  ca n be a g g reg a ted, a t the creda l 

lev el, using  different opera tors. In the T B M, these opera tors a re ca lled combina tion rules. T he 

Smets’s conjunctiv e rule a g g reg a tes two bba , m1 a nd m2, a s follows: � 

 

 

 

In such combina tion, sources a re supposed to be fully relia ble (a ssumed to tell the truth). T his 

rule is a lso ca lled unnorma liz ed Dempster’s rule of combina tion where the norma liz a tion 

f a ctor K  is omitted a nd the conflict between sources is expressed by the combined ma ss 

a lloca ted to the empty set, ( )∅12m . N orma liz ed belief  ma sses, in this ca se, a re determined a s 

follows [257], [355], [356]: 

(4.29) 

(4.31) ∩( )( ) ( ) ( ) Ω⊆∀= �
Ω⊆

=∩

AYmXmAmm
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Th e  p ig nis tic le v e l:  

W hen the decision must be ma de, belief ma sses determined by the combina tion rule induce 

proba bility mea sures a t the pig nistic lev el [354], [355], [359]. T he proba bility function tha t 

a llows such mea sures using  bba  is ca lled betting  proba bility function a nd denoted BetP. I t is 

constructed from bba  using  the following  pig nistic tra nsforma tion: 

( ) ( )( )
( )

Ω∈∀∅−= �
∈Ω⊆

−

w
B

Bm
mwBetP

BwB

    , 1
,

1
  (4.33) 

W here B is subsets of Ω a nd |B | its ca rdina lity. 

Such tra nsforma tion ensures uniform distribution of belief ma ss of  B to its elements. 

Determined proba bilities of different elements will be a dopted to complete the decision 

process a nd select the best decision [353], [358]. 

T he T B M fra mework proposes powerful tools to dea l with different forms of uncerta inty. In 

our idrs fra mework, T B M tools a re a ppropria te to represent a nd trea t uncerta inty a ssocia ted 

with decisions of detection models a nd conflict between them. Moreov er, this ev identia l 

model offers req uired f lexibility to incorpora te doma in specif ic knowledg e within the 

dev eloped model of  the ta rg et problem. In this work, the proposed ev identia l model for the 

fusion component of our multimodel idrs problem is ba sed on the T B M fra mework. T he 

Smets’s conjunctiv e combina tion rule will be a dopted to a g g reg a te decisions of detection 

models within a nd between selected subsets of considered log  types. 

4.6 .4 De te ction m ode l fus ion p rob le m  

In our idrs fra mework, dif ferent subsets of detection models identif ied by the selection 

process will a na lyz e collected log  da ta sets. E a ch of  selected detection models excha ng es no 

informa tion with those in the sa me subset or in other subsets. F urthermore, detection models 

outputs on the current security sta te of the monitored system a re supposed independent. T hey 

will be combined within a n uncerta in env ironment relying  on a n ev identia l method. A s such, 

the T B M fra mework is a dopted in modeling  the idrs fusion problem. Moreov er, the desig ned 

fusion method is solely ba sed on Smets’s conjunctiv e combina tion rule. Ma ny rea sons 

support such choices a nd a pprov e the a ppropria teness of T B M a nd Smets’s conjunctiv e rule 

in this context.  

(4.32) ( )( )
( )( )
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T he T B M model is a ppropria te to our idrs fra mework. It is hig hly structured a nd its two lev els 

meet with the req uirements of the proposed multimodel a na lysis eng ine. A t the creda l lev el, 

beliefs of selected detection models a re ev a lua ted ba sed on their outputs a nd lea rning  sets. 

T hen computed beliefs a re fused using  Smets’s conjunctiv e rule tha t is one of integ ra ted T B M 

tools. A t this lev el, context dependent knowledg e is q uite ea sily integ ra ted in the proposed 

fusion process. U ncerta inty in detection models decisions ca n be dea lt with when ev a lua ting  

beliefs. Moreov er, the conflict between selected detection models ca n be trea ted by req uired 

mecha nism when fusing  them.  

A t the pig nistic lev el, combined beliefs a re tra nsformed into proba bilities to ma ke a  decision. 

T his is req uired to multimodel a na lysis eng ine to la bel the current security sta te of the 

monitored computing  env ironment.  F urthermore, it is critica l to the response component of 

the proposed idrs fra mework in order to a ssess inflicted da ma g e a nd desig n a ppropria te 

defense stra teg ies a g a inst detected a tta cks.  

T B M model of fers req uired tools to a ppropria tely support further extensions of  the proposed 

idrs fra mework. It is useful when dea ling  with imperfect da ta  either in tra ining  sets or 

historica l da ta sets a s discussed la ter in the proposed process. Moreov er, it is well suited to 

cope with unknown a tta cks in idrs when a dopting  the open instea d of the closed world 

hypothesis, a s further discussed in this work. A dditiona l other q ua lities of the T B M model, 

such a s multilev el fusion, rema rka bly improv e ca pa bilities of idrs by a llow precise detection 

decisions a nd deta iled intrusion reports.  

In this work, a nother cla ss of fusion methods is proposed ba sed on T B M model. In this cla ss, 

fusion methods a re ca pa ble to dea l with outputs a t different lev els including  a bstra ct, ra nked 

a nd confidence lev els. F urthermore, they a re independent to na tures of  outputs, specif ica lly a t 

the mea surement lev el where output v a lues ha v e different interpreta tions. 

Instea d of solely focusing  on outputs of  detection models, our ev identia l fusion method ta kes 

a ccount of prior knowledg e of  detection models, the lea rning  sets. T his knowledg e is not 

sta tic a s in P R M a nd R SR  but dyna mica lly rev ised depending  upon prev ious experiences of 

detection models. A  lea rning  set of  a  detection model supports lea rned a nd recog niz ed 

pa tterns of considered output cla sses in tra ining  this model. T he proposed method ba sed on 

lea rning  sets is ca pa ble to fuse heterog eneous detection models a t the a bstra ct lev el. It is 

inspired by prev ious works of Denœ ux a nd Z ouha l on ev identia l nea rest neig hbor cla ssif ier 

[98], [431]. F urthermore, this fusion method uses the dista nce ba sed a pproa ch to ev a lua te the 

beliefs of selected detection models ba sed upon their deriv ed lea rning  sets. It a dditiona lly 

a pplies Smets’s conjunctiv e rule in combining  ev a lua ted beliefs of detection models within 
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a nd between selected subsets for considered log  types. T wo ma in steps of  the fusion method 

na mely beliefs ev a lua tion a nd combina tion a re summa riz ed in the proposed T B M ba sed rea l 

time multimodel detection process. T he la tter is thoroug hly discussed in the next section. 

4.6 .5  Re a l tim e  m ultim ode l de te ction p roce s s   

 In the proposed idrs fra mework, dif ferent subsets of heterog eneous detection models a re 

selected to process currently log g ed da ta sets. T he outputs of inv olv ed detection models a re 

supposed to be a t the a bstra ct lev el. T hey correspond to different subsets of cla ss la bels ea ch 

of which is a ssig ned by a  selected detection model combina tion to the processed log  da ta  

insta nce. O ur T B M ba sed detection process computes the f ina l decision of the combined 

model relying  on those of selected detection models a nd their lea rning  sets.  

In the proposed process, the initia l step of upda ting  lea rning  sets of detection models ba sed on 

their historica l da ta  sets is performed depending  upon f ixed criterion, such a s historica l 

da ta set siz e or time constra ints. T he next steps of the process a re fulf illed for a ny processed 

da ta  insta nce. B eliefs ev a lua tion step uses the dista nce ba sed a pproa ch of Denœ ux to a ssess 

detection models beliefs on processed log  da ta  insta nces. A fterwa rds, beliefs fusion step 

performs two a g g reg a tion lev els, within a nd between selected subsets, to ev a lua te the beliefs 

of  combined detection model on currently processed log s. Smets’s conjunctiv e rule is a pplied 

in both fusion lev els. B etting  proba bilities estima tion step is f ina lly conducted using  the 

pig nistic tra nsforma tion a nd combined belief ma sses to ta ke the rig ht decision a bout reported 

a nd a na lyz ed security sta te of the monitored system. 

In our idrs fra mework, multiple log  types a re considered in reporting  a nd a na lyz ing  monitored 

system a ctiv ities. L et us a ssume tha t we ha v e J  intrusion log  types a ssocia ted with different 

fea ture subsets constituting  the set F= {F
1
, … , F

j
, … , F

J
}. A lso let us denote C= {c1,… , cq,… , 

cQ+ 1} a s f inite set of output cla sses, cq, q=1..Q, represent a tta ck cla sses of DA R P A  reduced 

ta xonomy a nd cQ+ 1 corresponds to the norma l cla ss. W e intercha ng ea bly use la bels of the set, 

L = {1, … ,q, … ,Q+ 1} i=1..Q+ 1 to ea se nota tion problems a s needed.  

F or ev ery log  type j, we denote DMj={Mi / i=1..Nj} the set of detection models g enera ted 

using  relev a nt fea ture subsets { Fi, Fi ⊂ F
j
} a nd da ta set of type j. T he da ta set of ea ch log  type 

is structured into TRj, TSj a nd V Sj tha t denote respectiv ely tra ining , testing  a nd v a lida tion 

subsets. T hese composite da ta sets include both norma l a nd intrusiv e da ta  exa mples. E v ery 

detection model Mi in DMj of log  type j is tra ined, v a lida ted a nd tested using  respectiv ely 

da ta sets TRi,j ⊆ TRj , V Si,j ⊆ V Sj a nd TSi,j ⊆ TSj. TRi,j, V Si,j a nd TSi,j a re respectiv ely tra ining , 

v a lida tion a nd testing  sets of  Mi ba sed on da ta sets of  type j. T hey a re determined using  the 
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projection function, π(), selected fea ture subset, Fi={fl , l=1..P}, a nd da ta sets respectiv ely  TRj, 

V Sj a nd TSj, a s sta ted in section § 3.2.1. T he projection function defined by ( )
iX

RR
i

=π  is 

ba sed on the set of a ttributes, Xi, to reduce the rela tion R into Ri. T he resulting  sets of the 

projection of TRj, V Sj a nd TSj ba sed on Fi a re respectiv ely reduced tra ining , TRi,j, v a lida tion, 

V Si,j, a nd testing ,  TSi,j, sets determined a s follows: 

( ){ }
trir

r

p

r

rrrj,i
N..r,Cy,x,...,xx/y,xTR 11 =∈>=<= , 

{ }
vs

k

p

k

kkji
NkxxxxV S ..1,,...,/ 1, =>=<=  a nd 

{ }
ts

u

p

u

uuj,i
N..u,x,...,xx/xTS 11 =>=<=  

A ll da ta sets inv olv ed in g enera ting  detection model Mi concern only its selected fea ture 

subset, j

i
FF ⊆ . T he la tter is itera tiv ely determined depending  on output cla sses 

of { } CN..q,cC
j,iqi

⊆== 1 , a s discussed in section § 4.4. T hroug hout the idrs life cycle, a  

historica l da ta  set, Hi, i=1..Nj, is built for ea ch detection model. It stores prev ious experiences 

of tha t detection model. O f  course, some of  the processed da ta  insta nces ma y not concern a ll 

models Mi, i=1..Nj, a nd therefore they a re not stored in the history of certa in detection models. 

H istorica l da ta  sets a re a lso inv olv ed in upda ting  prior knowledg e on detection models 

including  their confusion ma trices, TMi, i=1..Nj, initia lly computed using  testing  sets TSi,j . 

T he historica l da ta  set, Hi, of detection model Mi summa riz es its prev ious experiences a t 

different time points. A t g iv en time τ, the da ta  ra w a ppended to Hi corresponds to the reduced 

da ta  exa mple τ

i
x  of the log g ed insta nce, xτ,j, using  the projection function, π(), a nd selected 

fea ture subset, Fi of the corresponding  detection model. O utput decisions respectiv ely of the 

model Mi, 
i,

q
c

τ

or simply
ii

Lq ∈,τ
, the set of output la bels of Mi, a nd the combined detection 

model, Lq
c

∈,τ
, a re obv iously included in la beling  ea ch da ta  insta nce of the historica l set Hi, 

{ } { }{ }
ciiiiii

qqy yxh t  hH ,,,,,, ,,,1,...,0
τττττττ

τ ∪=>=<−∈∃= . T herefore, the historica l da ta  

sets ma y include imprecise da ta  exa mples for which the a ssocia ted output la bels correspond 

to subsets of C, Cy ⊂
τ

, but not a  sing le la bel. Such ca se is encountered when the inv olv ed 

a nd the combined detection models in current a na lysis ta sk output dif ferent la bels.  

T he lea rning  set ζi of the detection model Mi is determined ba sed upon its tra ining  set, TRi,j. It 

is g ra dua lly upda ted using  the historica l da ta  set, Hi, of the inv olv ed detection model. T he 

lea rning  set of ea ch detection model includes precise exa mples, ea ch of which is a ssocia ted 

with a  sing le output la bel.   
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Initia lly, the lea rning  set ζi of ea ch detection model corresponds to its rev ised tra ining  set. 

A f ter the v a lida tion pha se, g enera ted detection models a re tested using  their tra ining  sets in 

order to identify substitution ca ses. T he la tter include tra ining  exa mples incorrectly 

recog niz ed by the lea rned detection model. T he lea rning  set of ea ch detection model is then 

deriv ed ba sed on its rev ised tra ining  set.  

T he lea rning  sets of  detection models a re g ra dua lly upda ted ba sed on historica l da ta  sets. In 

this context, rea l time log  a na lysis induces v ery la rg e historica l da ta  sets for detection models. 

A lthoug h, increa sing ly la rg e historica l da ta sets improv e detection models decisions, they ma y 

produce extended lea rning  sets tha t a f fect performa nce of the a na lysis eng ine in terms of 

computa tion a nd stora g e loa ds.  In order to remedy to these problems, we proceed by 

prototyping  the historica l da ta  sets. 

Prototy p ing  h is torica l da ta  s e ts  

Ma ny prototyping  methods a re discussed in litera ture [16], [128], [303]. T hey a im a t 

representing  la rg e da ta sets by prototypes without a f fecting  the decision ma king  process ba sed 

on this. P rototyping  methods form two ma in ca teg ories na mely g enera tion a nd selection. 

G enera tion methods determine a rtif icia l prototypes by merg ing  da ta  exa mples of  the 

processed set. Selection methods instea d identify representa tiv e prototypes a mong  insta nces 

of  the da ta set relying  on da ta  reduction, a rtif icia l intellig ence a nd other a pproa ches [303], 

[351]. Methods of  both ca teg ories a re confused [238], [321] a s sta ted in [128] a nd usua lly 

considered a s prototype selection methods [16], [303].  

P rototype selection methods a re commonly ba sed on nea rest neig hbor techniq ue. G a rcia  et a l. 

[128] ha v e ca teg oriz ed a nd experimented nea r f if ty of these methods. O ther methods use 

clustering  techniq ues for the identifica tion of prototypes [44], [241]. In [99], clustering  ba sed 

method is a dopted to select prototypes for tra ining  ev identia l neura l networks. R a v indra  a lso 

in [321] ha s tested different methods including  dista nce ba sed for selecting  prototypes from 

la rg e da ta sets.  

In the proposed multimodel detection process, clustering , dista nce ba sed a nd other methods 

discussed in [16], [44], [128], [241], [303] ca n be a dopted in selecting  prototypes of lea rning  

sets. F or insta nce, dista nce ba sed methods ca n be a pplied in ev a lua ting  dissimila rity between 

ra ndomly selected prototypes a nd da ta  exa mples in historica l da ta sets. W hen the dissimila rity 

exceeds a  g iv en threshold, the tested prototype in the historica l set is then included in the 

considered lea rning  set. Dista nce ba sed a nd other prototype selection methods a re performed 

ea ch time historica l da ta sets of intrusion detection models exceed a  certa in siz e. 
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T he lea rning  set, 
i

ζ , summa riz es the knowledg e sta te of the detection model Mi a bout 

processed da ta  exa mples of ea ch output cla ss in Ci. E a ch element in ζi will pa rticipa te in 

expressing  its own knowledg e on processed da ta  exa mples a s belief deg rees. F or a ny g iv en 

da ta  exa mple x, ea ch selected indiv idua l xr ∈ ζi sta tes tha t x belong s to cr with a  certa in belief. 

T he relia bility of xr depends on its mea sured dista nce to x, d(xr,x). A  relia bility coef ficient is 

then determined for xr a nd inv olv ed in discounting  its beliefs.  

Prototy p ing  e f fort 

L ea rning  sets of detection models, ζi, i=1..Nj, include da ta  exa mples of different output 

cla sses considered a t the tra ining  pha se. Da ta  insta nces of ea ch lea rning  set ha v e precise 

la bels a nd this is a lso the sa me for prototypes a ppended to them. H owev er, prototypes deriv ed 

from historica l da ta  set, Hi, of the detection model Mi ma y ha v e imprecise la bels. T herefore, 

the proposed prototyping  process a ims a t selecting  prototypes with precise la bels from 

historica l da ta  sets in order to upda te lea rning  sets of detection models, Mi∈DMj. I t uses 

clustering  a nd nea rest neig hbor techniq ues to respectiv ely find out prototypes a nd their 

precise la bels. T he prototyping  process is performed in two steps. In the f irst step, the 

sta nda rd clustering  process is fulf illed in order to determine clusters a nd their centroids. In the 

second step, precise la bels a re specified for cluster centroids ba sed on their computed nea rest 

neig hbor sets. 

In the initia l step of the prototyping  process, the number of clusters ma y be sta tica lly 

determined depending  upon the number of possible output cla sses for the considered detection 

model. L ikewise, the number of distinct sing le la bels within the historica l da ta set ma y be a lso 

useful in initia liz ing  the number of clusters. B a sed on the prespecified number of clusters, k, 

the clustering  process pa rtitions the historica l da ta  set into g roups. N on empty clusters a re 

then returned a nd their centroid, { }k..l,xP
*

l

*

x,i
1== , a re computed. In the f ina l step of the 

prototyping  process, centroids a re a ssig ned to precise la bels, { }k..l,yP
*

l

*

y,i
1== . A f terwa rds 

deriv ed prototypes a re inserted in the lea rning  set of the considered detection model.  

In the la st step of the process, ea ch cluster centroid is a ssocia ted with a  nea rest neig hbor 

set,
l

ϕ , f rom the historica l da ta  set. Computed nea rest neig hbor sets a re inv olv ed in la beling  

g enera ted prototypes. T wo ma in ca ses ma y be encountered depending  on whether a ll 

elements in the nea rest neig hbor set belong  to the sa me output cla ss or not. In the former, the 

g enera ted prototype is simila rly la beled to its neig hbors in the computed set. In the la tter ca se, 

la bels of elements in the neig hbor set a re a g g reg a ted to deriv e the most proba ble la bel of  the 
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identif ied prototype. T he la beling  process of centroids inv olv es simila r computa tion steps a s 

in processing  new ca ses, deta iled below. It ta kes a ccount only of  centroid neig hbors, 

determined by set ϕl, in performing  dif ferent computa tions a nd a  sing le fusion step. T hen, it 

chooses precise la bels of centroids ba sed on estima ted pig nistic proba bilities. Identified la bels 

a nd computed centroids determine prototypes of historica l da ta sets, 

{ }k..l ,y,xsP
*

l

*

l

*

l

*

i
1=>=<= , in order to upda te lea rning  sets of detection models.  

W hen selected, nea rest neig hbor set of a  g iv en cluster center, *

x,i

*

l
Px ∈ , ha s distinct, either 

precise or imprecise, la bels. T he la beling  process of the corresponding  centroid ha s to 

determine precise la bel to ea se the problem of upda ting  lea rning  sets. It is inspired by 

ev identia l kN N  process proposed by Denœ ux [98]. In this context, the fra me of discernment is 

represented by C.  I t ca n be coa rsened into Ci depending  on the specif icities of  considered 

detection model Mi. B ba  of  ea ch selected neig hbor 
lr

x ϕ∈  is determined ba sed on ( )
*

lr
x,xd , 

the dista nce between xr a nd the centroid *

l
x , a s follows : 

( )

( )

( ) { }�
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a nd ( )
l,r

r

l
dφα=α 0  (4.35) 

where α0 is a  consta nt dependent to exa mples in 
l

ϕ . I t represents the relia bility coef f icient of 

xr in determining  insta nces of cr∈Ci. ( )
l,r

dφ  is a  decrea sing  monotone function v erifying  

following   conditions:  

( )

( ) 0

10

=φ

=φ

∞→
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r

d
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  (4.36) 

Combined beliefs of kr neig hbors in ϕl of the centroid *

l
x a ssocia ted with the sa me la bel yr a re 

g iv en by 
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Combined beliefs ov er distinct la bels in ϕl using  Smets’s conjunctiv e rule a re determined a s 

follows by: 

( ) ( ) ( )
iu

)u(

l,ir

CB,A

wBA

)r(

l,i

C

l,i
C  w,Bm Amwm

iur

ur

i
⊆= �

⊆

=∩

   (4.38) 

P ig nistic proba bilities of a toms in Ci a re then determined ba sed on combined beliefs ov er a ll 

neig hbors in ϕl by: 
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P recise la bels of centroids, k..l,Px
*

x,i

*

l
1=∈ , a re determined by k..l,Py

*

y,i

*

l
1=∈ , such tha t 

( )( )wBetPy
li

Cw

l

i

,

* ma xa rg
∈∀

=    (4.40) 

G enera ted a nd la beled prototypes, { }
**

1

* ,...,
ki

ssP = , of the historica l da ta set Hi a re then 

a ppended to the lea rning  set of the detection model Mi. A dditiona l other ca ses, not considered 

a t this lev el a nd ma y be encountered by the la beling  process, need further studies. 

U pda ting  lea rning  sets of detection models is req uired by the fusion step of the detection 

process. T he la tter step focuses on the ev a lua tion a nd combina tion of beliefs with respect to 

selected detection model decisions on currently processed log  da ta  exa mples. T his step is 

presented in deta il below. 

Proce s s ing  ne w  ca s e s  

In our idrs fra mework, the knowledg e ba se sa v es different detection profiles for considered 

log  types, j=1..J, a s discussed in section § 3.2.1. E a ch detection profile, Pi∈DPj concerns a  

g enera ted detection model, Mi, its tra ining  set, TRi,j, historica l da ta  set, Hi, a nd other 

informa tion, Pi= < Mi, Hi, … > . A t a ny time point t, different subsets of detection profiles, {St,j, 

j=1..J}, a re selected a nd then the a ssocia ted detection models a re inv olv ed in processing  

log g ed da ta  exa mples of J different log  types determined by Dt={xt,1,…, xt,j, …,xt,J}. St,j is 

a lwa ys used to desig na te selected detection models of type j ra ther tha n their profiles in 

current a nd subseq uent sections. F urthermore, ea ch detection model is a ssumed to g enera te 

independent outputs to other ca ndida tes or selected models in St,j. 

T he log  a na lysis process of the proposed multimodel eng ine is simila rly performed for a ll 

considered log  types, j=1..J. T o process the da ta  exa mple xt,j, a  subset St,j ⊂ DMj of detection 

models, g enera ted using  fea ture subsets of  log  type j, is determined by the selection process, 
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St,j={Mi /Mi∈DMj}, a s deta iled a bov e in section § 4.2. F or a ny detection model Mi ∈ St,j , bba  

of a  g iv en da ta  exa mple xt,j a re constructed using  indiv idua ls in its lea rning  set, ζi. B y 

considering  a ll selected subsets of detection models St,j, j=1..J, our intrusion detection 

problem consists to a ssig n current security sta te of the system differently reported by sev era l 

log  types, xt,j∈ Dt, to one cla ss of  C a nd therefore to decide which is the true a mong  Q+ 1 

possible hypotheses sta ting  tha t Dt is a ssig ned to the cla ss cq, q=1..Q+ 1. In this problem, the 

fra me of discernment is represented by C. Moreov er, bba  on different hypotheses of  C, for 

a ny xt,j∈Dt, a re expressed using  dista nce ba sed a pproa ch. A dditiona lly, a bstra ct outputs of 

selected detection models, Mi∈ St,j, a nd their lea rning  sets, {ζi, i=1..Ni,j} a re considered in 

estima ting  belief ma sses of a ny processed log  da ta  exa mple, xt,j ∈Dt, a s deta iled below  

Te ch niq ue s  p rop os e d to s e le ct ca s e s  in ζζζζi to p a rticip a te  in com p uting  b b a  

T wo ma in techniq ues ha v e been proposed to select da ta  exa mples of ζi to be inv olv ed in 

computing  bba . T he f irst techniq ue selects a  fixed number of nea rest neig hbors to the da ta  

exa mple xt,j depending  on the chosen dista nce mea sure. T he second techniq ue summa riz es the 

lea rning  set by sev era l prototypes using  dif ferent methods a s discussed ea rlier. F or both 

techniq ues, a  reduced set of exa mples of ζi is inv olv ed in ev a lua ting  beliefs. In this work, the 

f irst techniq ue is a dopted. F or a ny processed da ta  exa mple xt,j, the set ϕt,i,j of k nea rest 

neig hbors to xt,j in ζi reg a rding  the output la bel of selected detection model Mi, qt,i, is deriv ed 

ba sed on ev a lua ted dista nce mea sures. F or a ny selected exa mple xr∈ϕt,i,j, bba  of xt,j is 

expressed ba sed on (4.34) a s follows: 
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where 10 , <<
r

it
α  a nd it is expressed using  (4.35) by  

( )
rtr

r

it
d ,0, φαα =     

 α0 is a  dependent pa ra meter to exa mples in ϕt,i,j a nd belong s to [0,1]. It expresses relia bility 

of selected da ta  exa mple xr in recog niz ing  da ta  insta nces of cla ss cr. φr(dt,r) is a  decrea sing  

function depending  on the dista nce dt,r between xr a nd xt,j. It should sa tisfy conditions g iv en 

by (4.36). A s deta iled in [98] a nd [398], it ca n be defined by the following  exponentia l 

function:  
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( ) [ ]
2

)d(expd
r,trr,tr

γ−=φ        (4.42) 

where 
r

γ  is a  norma liz a tion coeff icient estima ted ba sed on the mea n dista nce, m

r
d , between 

da ta  exa mples in ζi la beled a s cr ∈Ci, ( )
2

1 m

rr
d=γ   

Combined beliefs of two exa mples xr a nd xl of ϕt,i,j a ssocia ted with the sa me output cla ss cr 

a re determined by:  
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O v er the k elements of ϕt,i,j, belief ma sses of the processed da ta  exa mple, xt,j, a re g iv en by : 
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A t this step, belief ma sses of the selected detection model Mi a re determined by fusing  bba  

ov er a ll k elements of ϕt,i,j using  (4.44). T hey a re discounted with respect to relia bility 

coeff icient, αi, of the inv olv ed detection model. T his coeff icient is estima ted using  the testing  

confusion ma trix of the detection model Mi. Moreov er, it is upda ted ea ch time the model Mi is 

selected to process log g ed da ta . Discounted beliefs of selected detection model Mi a re 

ev a lua ted a s follows:  
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F us ing  on a ll 

T o be combined with other belief ma sses on different hypotheses of Ci of the detection model 

Mi, bba  should be expressed on the fra me of discernment C. Depending  on g enera ted 

detection models a nd their output cla sses, Ci, different tra nsforma tions a re a pplica ble to 

represent their bba  on C. In our idrs fra mework a nd for the sa ke of simplicity, one cla ss a nd 

multicla ss superv ised detection models specifica lly a re considered. In the f irst ca teg ory of 
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multiple cla ss detection models, output cla sses of ea ch model represented within the defined 

fra me of discernment, C, a nd thus their bba s a re ev a lua ted, a s discussed a bov e using  (4.45) on 

C. H owev er, one cla ss detection models a re a ssocia ted with a  reduced output set a nd then the 

reduced fra me of discernment for these models is determined by { }
qqi

c,cC = . T he la tter is 

considered a s a  coa rsening  of the fra me of discernment C. B ba s initia lly determined using  

(4.45) for cr∈Ci a re now expressed on C ba sed upon the following  tra nsforma tion: 
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E v a lua ted a nd represented bba  on C using  (4.45) a nd (4.46) a re then fused twice relying  on 

Smets’s conjunctiv e rule. T he initia l fusion lev el ev a lua tes combined beliefs for ea ch 

considered log  type j, j=1..J. B eliefs of selected detection models of St,j to process log  da ta  

exa mples of type j, a re fused ba sed on the following :  

( ) ( ) ( ) C  w,Bm Amwm
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j,v,t

CB,A

wBA
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j,u,t

C

j,t
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⊆
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where Mu a nd Mv  a re two selected detection models of St,j a nd their beliefs on the security 

sta te reported a t time t by xt,j∈Dt a re respectiv ely ev a lua ted by belief ma sses C

j,u,t
m  a nd C

j,v,t
m  

expressed by (4.45) or (4.46). 

T he second a g g reg a tion lev el determines fused beliefs of Dt ov er a ll considered log  types, 

with respect to selected subsets of  detection models, St,j, j=1..J. T he beliefs of the combined 

detection model on currently a na lyz ed security sta te of the monitored system a re expressed a s 

follows:  

( ) ( ) ( ) C w,Bm Amwm
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h,t
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 (4.48) 

where C

j,t
m  a nd C

h,t
m  a re combined bba s respectiv ely for log  types j a nd h ev a lua ted using  

(4.47). 

De ciding  th e  outp ut cla s s  

F used beliefs of the second lev el by (4.48) will determine pig nistic proba bilities, BetPt, of 

different a toms of C to decide to which cla ss is a ssig ned processed log  da ta  in Dt. B etting  
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proba bilities of a toms a re expressed using  the pig nistic tra nsforma tion (4.33) a nd combined 

beliefs of (4.48) a s follows:  
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Currently a na lyz ed security sta te of  the system is a ssig ned to the output cla ss a ssocia ted with 

the hig hest BetPt ev a lua ted by (4.49) a s follows: 

( )(w)BetPq
t

Cw

c,t

∈∀

= ma xa rg  (4.50) 

A f terwa rds, the fina l decision, selected la bel a nd betting  proba bility BetPt, of  the combined 

detection model on a na lyz ed log , Dt, is sent ba ck to the risk driv en response component of the 

proposed idrs fra mework. It is initia lly considered by this component to decide whether a  

rea ction is req uired or not. W hen a  response should be implemented, it is a lso inv olv ed in 

desig ning  a ppropria te security stra teg y by the risk driv en response component. A dditiona l 

pa ra meters a re considered with the proba bility of detected a tta ck, BetPt, in a ssessing  risk cost 

for this component. 

4.7  Conclus ion 

A da ptiv e a na lysis eng ine proposed in our idrs fra mework is ba sed on the multimodel 

a pproa ch. It ta kes a ccount of  multiple log  da ta  types. Moreov er, it extends those desig ned in 

prev ious works by including  rea l time detection model selection a nd fusion. Desig ned 

multimodel a na lysis eng ine is ba sed on a  three step process. T he la tter focuses on performed 

a ctiv ities of considered components respectiv ely of  selection, a na lysis a nd fusion. A t a  g iv en 

time point t, log  da ta sets of dif ferent types a re collected a nd preprocessed. T he resulting  set 

includes sing le insta nce for ea ch considered log  type. T he selection component is then 

inv olv ed in identifying  a ppropria te combina tions of detection models with respect to 

considered log  types a nd a ssessed security indica tors. A f terwa rds, the a na lysis component 

trea ts a v a ila ble log  da ta  insta nces of different types using  corresponding  detection model 

combina tions of  the prev ious step. F ina lly, the fusion component deriv es the combined 

decision of the multimodel a na lysis eng ine. It is ba sed on two combina tion lev els tha t a re 

preceded by beliefs ev a lua tion for a ll selected detection models ba sed on their a bstra ct 

outputs a nd lea rning  sets. T he combined decision of the multimodel detection eng ine on 

current security sta te of the monitored computing  env ironment is forwa rded next to the 

response eng ine 
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In this cha pter, proposed improv ements of the a na lysis eng ine fulf ill two ma in a ctiv ities of  the 

idrs life cycle na mely selection a nd fusion. T he selection component wa s initia lly ba sed on 

three checking  steps to a na lysis system security of the system. T he first two steps determine 

whether current sta te is norma l or a noma lous. In the ca se of a n a bnorma l beha v ior, the la st 

checking  step thoroug hly tra cks sig ns of potentia l a tta ck. T he checking  steps determine a lso 

sev era l fea ture subsets tha t report identified intrusiv eness sig ns. T hese subsets a re inv olv ed in 

g uiding  the selection of well a da pted detection model combina tions to a ssess current security 

sta te of the system. T he fusion component wa s ba sed on Smets’s conjunctiv e rule to combine 

selected detection models a t the a bstra ct decision lev el. T he dista nce ba sed a pproa ch of 

Denœ ux wa s a dopted to express beliefs of detection models on processed log  insta nces. 

E v a lua ted beliefs were fused twice to deriv e the f ina l decision of the multimodel a na lysis 

eng ine. T he proba bilistic output of the a na lysis eng ine is then considered by the risk driv en 

response component of our idrs fra mework to desig n a ppropria te security stra teg ies a g a inst 

detected threa ts. 

T he next cha pter of this thesis focuses on the risk driv en response component of our idrs 

fra mework. F urthermore, it presents in deta il the proposed idrs risk ma na g ement model a nd 

how security stra teg ies a re desig ned relying  on this. 
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CHAPTER 5 

RISK DRIVEN RESPONSE, THE IDRS RISK MANAGEMENT 

MODEL  

5.1 Introduction  

In our idrs fram ework , com bined decision forwarded by  the m ultim odel analy sis eng ine is one 

of the basic param eters of the response com ponent, R -boxes. T he latter is based on a risk  

driv en approach. A s such, a risk  m odel is proposed to assess inf licted dam ag e by  m ounted 

attack s on the assets of the com puting  env ironm ent. R ely ing  on this m odel, a risk  cost 

m inim iz ation prog ram  is dev eloped in order to desig n the m ost appropriate security  strateg y  

to be deploy ed. 

In this chapter, the proposed risk  m anag em ent m odel is presented, as well as its identif ication 

and estim ation parts are thoroug hly  discussed. F urtherm ore, the risk  treatm ent part of  this 

m odel and the associated optim iz ation prog ram  are also string ently  detailed in subsequent 

sections of the current chapter.  

5.2 Proposed risk model 

In our m ultim odel intrusion detection and response fram ework , detected attack s or attem pts of 

attack s are activ ely  treated by  included risk  driv en response eng ine. T he latter assesses 

incurred dam ag es due to these attack s. T hen, it identif ies the m ost appropriate com bination of 

counterm easures, f rom  those recom m ended by  security  experts, to rule out detected threats 

and m itig ate their neg ativ e effects on targ et assets. B oth steps followed by  the response 

eng ine in processing  detected attack s are im posed by  the risk  m anag em ent m odel proposed to 

these aim s. 

R isk  m anag em ent m odel of the response eng ine consists of two interdependent parts. O n one 

hand, the assessm ent part ensures the identif ication, determ ination and ev aluation of inf licted 

dam ag e by  detected threats. O n the other hand, the treatm ent part focuses on the selection of  
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cost effectiv e control com bination to reduce assessed risk s. T he risk  assessm ent part of the 

proposed m odel is concerned with the analy sis and ev aluation of  risk s. T he risk  treatm ent part 

concentrates on the post assessm ent step, specifically , the selection and im plem entation of  a 

treatm ent option. 

T he proposed risk  m anag em ent m odel relies on four m ain com ponents nam ely  assets, threats, 

v ulnerabilities and security  controls. T hreats and assets are critical com ponents and 

com m only  considered by  risk  m anag em ent m ethodolog ies. T hreats com ponent g roups 

deliberate actions of insider or outsider entities who attem pt to inf lict dam ag e to targ et assets. 

A ssets com ponent includes any  worthy  com puting  resource to the org aniz ation. T he assets of 

the com puting  env ironm ent support sev eral v ulnerabilities or weak nesses that represent the 

m ain source of harm  to them . T o defend ag ainst potential exploit of supported f laws by  

m alicious actions of an attack er, appropriate security  safeg uards or controls are selected and 

im plem ented with respect to the security  policy  of the targ et env ironm ent. M oreov er, they  can 

reduce or neutraliz e neg ativ e effect arising  f rom  weak nesses exploit. D ependencies between 

considered risk  com ponents are presented in f ig ure 5.1. 

 

 

 

 

 

 

 

 

F ig ure 5.1: Dependence dia g ra m of risk components 

T he proposed risk  m anag em ent m odel is depicted by  f ig ure 5.2. T he risk  assessm ent part 

focuses on analy sis and ev aluation of the current risk  lev el, the basic risk  of the com puting  

env ironm ent. It uses collected data on attack ers’ m eans, exploited v ulnerabilities, targ eted 

assets and safeg uards. T he risk  treatm ent part specifically  concerns m itig ation option where 

cost-effectiv e security  controls are selected to reduce basic risk  and ensure acceptance of 

residual or rem aining  risk . E ach identif ied part of the risk  m anag em ent m odel is supported by  

processes that im plem ent its associated activ ities. 
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F ig ure 5.2: Th e proposed risk model 

T he risk  assessm ent in our m odel is perform ed in two steps. Initially , risk s are analy z ed where 

different risk  elem ents or param eters are identif ied and associated v ariables are determ ined. 

T hen, ev aluation processes of identif ied risk  elem ents are desig ned by  considering  determ ined 

v ariables of the prev ious step. T he risk  analy sis process is initiated by  identify ing  risk  

elem ents closely  related to abov e discussed com ponents. K ey  elem ents identified in the 

proposed risk  m odel are required by  both steps of risk  assessm ent. T hey  include com m only  

considered elem ents by  norm aliz ed, public or proprietary  risk  assessm ent m ethodolog ies 

nam ely  im pact, lik elihood and exposure elem ents. M oreov er, other risk  elem ents are 

explicitly  considered by  our risk  assessm ent process, specif ically  the sev erity  of supported 

v ulnerabilities and the effectiv eness of counterm easures. S uch im prov em ent proposed by  our 

risk  m odel em phasiz es the roles of env ironm ent dependent elem ents that were neg lected or 

im plicitly  included, throug h k ey  elem ents, in m anag ing  risk s. F urtherm ore, it allows m ore 

precise and objectiv e estim ations of risk  lev els and thoroug h risk  m anag em ent than the 

existing  A L E  (A nnual L oss E xpectancy ) or N I S T  (N ational Institute of S tandards and 

T echnolog y ) inspired m ethodolog ies [149], [325]. 

In the analy sis process, risk  determ ination focuses on v ariables inv olv ed in estim ating  risk  

elem ents. F or each identif ied param eter, its determ inant v ariables are found out reg arding  

specif icities of considered risk  com ponents. T hey  reflect sing le or m ultiple aspects that the 

targ et risk  elem ent is concerned with. D eterm ined risk  elem ents can be estim ated using  

quantitativ e or qualitativ e m ethodolog ies. D epending  on selected m ethodolog y , inv olv ed 

activ ities in the determ ination step m ay  focus on scale definition. M oreov er, they  m ay  
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concern procedures desig n to process collected data and com bine dif ferent features of 

considered risk  com ponents in order to ev aluate determ ined param eters. In the proposed 

m anag em ent process, dif ferent v ariables that concern identif ied risk  elem ents, presented in 

f ig ure 5.3 are determ ined. T heir estim ation is based on a quantitativ e m ethodolog y . R isk  

identif ication and determ ination steps of the analy sis process are discussed in section §5.3. 

R isk  ev aluation follows identif ication and determ ination steps of risk  analy sis. T his f inal step 

of the risk  assessm ent process is based on identif ied param eters and their determ inant 

v ariables. It defines estim ation processes of  the identif ied elem ents and basic risk  of each 

targ et asset of the com puting  env ironm ent. T hese processes inv olv e selected com binations of 

determ ined v ariables with respect to considered risk  elem ents and their dependencies. B asic 

risk  ev aluation process focuses on identif ied risk  elem ents. It expresses com bined ef fect of 

inv olv ed param eters that reflect the current security  state of the asset or the com puting  

env ironm ent. In the proposed risk  m odel, basic risk  is ev aluated by  com bining  elem ents 

including  exposure, sev erity  of v ulnerabilities and effectiv eness of controls as depicted in 

f ig ure 5.3. T he exposure elem ent determ ines the expected dam ag e incurred by  the targ et asset 

due to exploit of  its v ulnerabilities by  detected threats. A sset im pact and threats lik elihoods 

are m ain param eters to determ ine the exposure. T he form er relies on the asset v alue to express 

its potential loss due to supported flaws. T he latter assesses the probability  that an asset is 

affected by  an attack  when occurring . T he sev erity  of  v ulnerabilities and ef fectiv eness of 

deploy ed security  controls depends on current security  state of the targ et asset. In one hand, 

the sev erity  param eter focuses on the extent of dam ag e inf lected by  an attack  if  a sequence of 

v ulnerabilities is exploited by  this. O n the other hand, the effectiv eness param eter concerns 

the reduction effect of  existing  security  controls on assessed risk . T he basic risk  assessm ent 

process is thoroug hly  studied in sections §5.3 and §5.4.  
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R isk  m anag em ent consists of risk  assessm ent and treatm ent. A f ter assessing  risk , norm aliz ed 

risk  m anag em ent m ethodolog ies im pose the selection and im plem entation of a treatm ent 

option [148], [175], [325]. R isk  reduction option is the m ost sig nificant for our idrs 

fram ework , thus it is the only  considered in this study . S uch option reinforces the current 

security  state of the com puting  env ironm ent. It relies on the selected com bination of  security  

controls to reduce current risk  of the com puting  env ironm ent to an acceptable lev el with 

respect to av ailable security  budg et, as g lobally  illustrated by  the process of f ig ure 5.4. T he 

proposed risk  reduction process aim s at decreasing  the g lobal risk  cost, dam ag e and security  

inv estm ent costs. It prioritiz es risk s to identify  and urg ently  m itig ate the m ost serious. 

M oreov er, this process ensures selection of the best control com bination that reduces residual 

risk  to m eet tolerance criterion and sav es m axim um  security  budg et. R esidual risk  

determ ination and control com bination selection in this process are iterativ ely  perform ed as 

sum m ariz ed by  fig ure 5.4. T he whole risk  m itig ation process and its optim iz ation problem  are 

detailed in section §5.5. 

 

  

 

 

 

 

 

 

 

 

F ig ure 5.4 :  Risk trea tment  

In the proposed risk  m anag em ent m odel, two m ain v ulnerability  classif ications are considered. 

T he f irst classif ication discrim inates v ulnerabilities of the com puting  env ironm ent based on 
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controls effectiv eness param eters. 

T he second classif ication identifies dif ferent f law g roups depending  on the targ et env ironm ent. 

A v ailability  and im plem entation states of rem ediation ag ainst these v ulnerabilities are basic 

criteria considered in determ ining  g roups of  this classif ication. T he latter m ainly  consists of  
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patched, unpatched and unresolv ed v ulnerability  g roups. T hese three g roups are specif ically  

considered by  our risk  m odel in determ ining  sev erity  elem ent of supported v ulnerabilities for 

the assets of the com puting  env ironm ent. 

In our risk  m odel, we assum e:  

A: a set of  N assets of the m onitored com puting  env ironm ent, A={ai, i= 1..N}. 

V: a set of  M v ulnerabilities supported by  the com puting  env ironm ent; V={vj, j= 1..M}. 

V
C
: a set of P v ulnerability  categ ories, { }PrVV

rC ..1, == . 

Vi: a set of v ulnerabilities supported by  the asset ai, { }V/vV
ji

∈= j v . 

T: a set of Q possible threats, T⊂ C, the set of possible output classes, T={cq, q= 1..Q}. 

SC: a set of L security  controls, SC={sl, l= 1..L}. 

SS0 : the initial control com bination or security  strateg y  of the com puting  env ironm ent and 

the subset SSi,0 ⊆ SS0 protects ag ainst exploit of v ulnerabilities, Vi, supported by  the asset 

ai . 

S: the set of desig ned candidate com binations of  security  controls to m itig ate assessed risk  

of the com puting  env ironm ent to an acceptable lev el.  

SSi,k: the control com bination of the asset ai associated to the security  strateg y  SSk ⊂ S of 

the com puting  env ironm ent, SSk={ sl, sl∈SC, l= 1..Lk}. 

R isk  assessm ent and treatm ent parts of the proposed m odel are presented in following  three 

sections. R isk   analy sis, ev aluation and m itig ation steps of the m odel are respectiv ely  

discussed in these sections. 

5.3  Risk identifica tion a nd determina tion 

P rev iously  identif ied risk  elem ents, nam ely  asset v alue, im pact, threats lik elihoods, exposure, 

v ulnerabilities sev erity  and controls effectiv eness, based on included com ponents are detailed 

in this section. M oreov er, v ariables inv olv ed in their determ ination processes are g lobally  

discussed in following  subsections.   

5.3 .1 Asset v a lue 

A ssets identif ication and v aluation is a critical step in quantitativ e risk  analy sis m ethodolog ies. 

It is required to enum erate and determ ine how worthy  are potentially  targ et assets of the 

com puting  env ironm ent. H owev er, with the increased siz e of org aniz ations and com plex and 

dy nam ic nature of their network s, this step becom es m ore com plicated and tim e consum ing .  
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A ssets can be autom atically  identif ied using  asset m anag em ent sy stem s. T hese sy stem s track  

chang es of  the com puting  env ironm ent when new assets are added or other are rem ov ed. T hey  

periodically  update inform ation about assets including  their functional and security  statuses 

and locations. M oreov er, asset m anag em ent sy stem s are able to discov er supported flaws 

when associated with v ulnerability  scanners [39]. 

Identification step in risk  m anag em ent prov ides g lobal inform ation about com puting  

env ironm ent assets in order to understand their criticalities and assess their deg rees of 

im plication in achiev ing  the org aniz ation’s m ission. A ssets of com puting  env ironm ent can be 

g rouped into different classes. T he m ost k nown classif ication identif ies tang ible and 

intang ible assets classes. T ang ible class concerns hardware and other phy sical assets. 

Intang ible assets correspond to software, inform ation, intellectual property  and other log ical 

assets. P f leeg er has defined six class asset classif ication by  discrim inating  between assets of 

com puting  env ironm ent and required resources for their function. T he f irst three classes, 

nam ely  hardware, software and data, identif y  com puting  env ironm ent intrinsic assets. T he last 

three classes of docum entation, supplies and people sk ills g roup assets not considered as a 

part of  the com puting  sy stem  but they  are required for its proper operation [300]. F arahm and 

uses also fiv e class assets taxonom y . Inform ation assets class of this taxonom y  concerns data 

and docum entation resources of P f leeg er. W hereas, sy stem  class includes any  com bination of 

people, software, hardware and inform ation assets [112]. 

 In this work , the m ain classes of  P f leeg er’s taxonom y  are considered. A ny  com bination of 

software, hardware and data assets is included in sy stem  class, sim ilarly  to F arahm and’s 

taxonom y . T he last class is considered in our risk  m odel because attack s g enerally  targ et 

com bined rather than elem entary  assets. F or instance, if  attack ers aim  at disrupting  printers or 

corrupting  client database, these are reachable only  by  jeopardiz ing  m anag em ent sy stem s of 

targ et assets respectiv ely  printing  serv er and database m anag em ent sy stem  in this exam ple.  

A ssets of different classes can be v aluated using  sev eral m ethodolog ies discussed in literature. 

Q uantitativ e m ethodolog ies determ ine assets worth in term s of m onetary  v alues. D if ferent 

costs are considered by  v aluation processes of these m ethodolog ies such as purchase, desig n, 

im plem entation, function and m aintenance costs. Q ualitativ e m ethodolog ies rely  on dif ferent 

labels or scoring  sy stem s to estim ate v alues of assets. C ost factors considered by  these 

m ethodolog ies are included in defining  scoring  tables or selecting  qualitativ e term s. T hese 

tables or chosen labels g uide the determ ination of the rig ht v aluation scores or labels. 
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A ssig ned v alue, score or label, ref lects the im portance of  a g iv en asset within the com puting  

env ironm ent [112], [340].    

T he m ethodolog ies of the f irst class are subject to unreasonableness due to their ov er or 

under-v aluations. L ik ewise, second class m ethodolog ies are considered m ore subjectiv e when 

using  inappropriately  structured scoring  tables or scales. B ut, whatev er the selected approach, 

the m ain objectiv e of this step is the definition of an asset hierarchy  in term s of their 

im portance or criticalities within the com puting  env ironm ent [151]. 

In this work , the v aluation process relies on a quantitativ e approach because this is critical in 

assessing  inflicted dam ag e by  detected threats as well as desig ning  appropriate defense 

strateg ies ag ainst them . A dditionally , it m ainly  focuses on abov e discussed asset classes, 

explicitly , hardware, software, data and sy stem s that g roup support assets of  the com puting  

env ironm ent [300]. D if ferent quantitativ e v aluation m ethods are candidates for im plem enting  

this process, as stated in [104]. H owev er, the proposed quantitativ e process will specif ically  

focus on an econom ical approach to determ ine how worthy  are assets of the com puting  

env ironm ent. S uch m ethods thoug ht of  the business v alue of an asset as its expected v alue as 

explained later. M oreov er, they  suppose that a fraction or the total am ount is lost if  the 

corresponding  asset is targ eted by  a threat. In the proposed process, the v alue of an asset, ai, is 

expressed rely ing  on its business incom e and operating  cost.  

T he business incom e or the return of an asset corresponds to the fraction of the org aniz ation 

rev enue insured by  this asset throug h im plem enting  sing le or m ultiple activ ities within sev eral 

business functions. D if ferent approaches were proposed to g aug e the business incom e of 

g iv en assets. In [180], rev enues of assets are broadly  determ ined based on downtim e and 

liability  costs. D owntim e cost quantif ies incom e loss in term s of productiv ity  and rev enue 

when an asset is targ eted by  an attack  within a g iv en tim e interv al. L iability  cost ev aluates the 

am ount to be paid by  the org aniz ation to its partners due to serv ice disruption. O ther 

approaches approxim ate the business incom e of  sing le asset using  rev enues of  business 

functions in which it is inv olv ed [376]. 

T he operating  cost of an asset depends on its nature. It corresponds to required cost to recov er 

norm al function of  the targ et asset. It includes one or a com bination of acquisition, installation, 

function, m aintenance, desig n, im plem entation and config uration costs depending  on the 

targ et asset. T hese costs are approxim ated based on prev ious experiences of the org aniz ation 

and the actual m ark et prices. 
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A ssets v alues are appropriately  estim ated if  business processes of the org aniz ation are well 

structured and docum ented with reg ard to recom m endations of the IS O -27001 which concerns 

inform ation security  m anag em ent sy stem  (I S M S ) [173]. I S M S  im plem entation requirem ents 

are m ainly  centered on business functions of the targ et org aniz ation and their security  needs. 

E ach business function is org aniz ed into sev eral activ ities. T hese activ ities are represented by  

different processes that transform  inputs into required outputs by  the corresponding  business 

function. B y  identif y ing  different business processes of the org aniz ation, their im portance and 

required assets, the proposed v aluation procedure of the risk  m odel m ay  produce m ore 

objectiv e and precise estim ations of  asset v alues [173], [376]. T he process proposed in section 

§5.4.1.1 assum es sim ilar conditions to those discussed abov e in determ ining  asset v alue. 

5.3 .2 Impa ct 

I m pact determ ination is a critical step of any  quantitativ e risk  analy sis m ethodolog y . It 

focuses on estim ation of potential losses of  com puting  env ironm ent assets due to supported 

weak nesses. I m pact elem ent in risk  assessm ent m ethodolog ies expresses the m ag nitude of 

harm  that could result f rom  potential exploit of targ et asset v ulnerabilities. 

P otential loss due to supported flaws can’t be exactly  ev aluated neither for assets nor the 

com puting  env ironm ent. H owev er, it is estim ated based on an intricate process that com bines 

historical data, k nowledg e of targ et sy stem s and judg m ents of risk  assessors. In quantitativ e 

risk  analy sis m ethodolog ies, im pacts are com m only  m easured using  num erical scales. 

D if ferent num bers within the selected scale are assig ned to expected m ag nitudes of potential 

dam ag es. A L E  m ethodolog y , for instance, recom m ends the expression of assets im pacts 

directly  in term s of m onetary  v alues because it is leg ally  m ore acceptable and useful in 

ev aluating  risk s [149]. 

I m pact estim ation processes are based on sev eral factors. A  class of  processes approxim ates 

potential losses of exploit rely ing  on m ultiple cost factors, while another class tak es account 

of different security  concerns in their estim ations. C um ulativ e costs, either direct or indirect, 

of  possible dam ag es are considered by  processes of the first class as the m ost appropriate 

estim ate of supported weak nesses’ im pact. D irect costs such as loss of sales, m aterials, labor 

costs and productiv ity  are included in the processes of this class because they  reflect tang ible 

part of  this im pact. W hereas, intang ible im pact costs are diff icult to approxim ate due to their 

v ariable nature and dependence on out of control attributes. T hese costs are closely  related to 

external ag ents to the org aniz ation lik e com petitor (loss of com petitiv ity ), and costum er (loss 
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of confidence), and operation standards (breaches to operation standards). M oreov er, they  

represent the m ajor security  cost to preserv e business continuity  [375] 

T he second class of processes is based on N I S T  risk  assessm ent standard. P rocesses of this 

class tak e account different security  concerns, such as confidentiality  and integ rity , in their 

estim ates of assets im pact. T hey  determ ine the ov erall im pact of the targ et asset by  

considering  its sing le potential loss in term s of each selected security  principle. T hese 

processes are well suited to inform ation security  dom ain as well as to our idrs fram ework . O n 

one hand, their assessm ents are based on security  concerns of the targ et org aniz ation. O n the 

other hand, their considered list of security  requirem ents is not restrictiv e and can be extended 

depending  on the env ironm ent and operation sector of the org aniz ation [181]. 

S tandards and g uidelines such as [149], [150], [260] and [325] try  to identify  the m ag nitude of 

harm  resulting  f rom  com prom ises independently  to other assessm ents that aim  at ev aluating  

com prom ise probability . P rocesses based on N I S T  risk  m anag em ent fram ework  define 

adv erse im pact as any  potential dam ag e associated to unauthoriz ed disclosure, corruption or 

disruption of com puting  env ironm ent assets. T hey  express im pacts in term s of loss or 

deg radation of any  or a com bination of three m ain security  concerns nam ely  confidentiality , 

integ rity  and av ailability . 

C onfidentiality  im pacts focus on potential dam ag e of unauthoriz ed discloses of sav ed or 

exchang ed data assets. T hey  ref lect an im portant part of  the intang ible im pact of  the 

org aniz ation v is-à - v is its partners and custom ers and the reg ulation. F or exam ple, successful 

div ulg ation of client credit card num ber would result in custom er confidence and business 

losses. I m pacts on integ rity  instead resum e additional costs supported by  the org aniz ation due 

to im proper m odif ications of its sy stem s or inform ation assets. T he cost of corrupted 

inform ation or contam inated sy stem s could stem  f rom  increased fraud tentativ e, wrong  

decisions and conflicts with org aniz ation’s partners. L osses of av ailability  affect m ission 

critical assets of the org aniz ation. T hey  lead to disruption of org aniz ation functions and 

decrease operational effectiv eness due to lost productiv ity  tim e and inability  of leg itim ate 

users to access and use their sy stem s. 

N I S T  g eneric risk  assessm ent process [325] uses qualitativ e labels to describe corruption, 

disclosure and disruption im pacts. In our quantitativ e risk  m odel, relativ e im pacts of 

supported weak nesses to considered security  concerns will be determ ined using  num erical 

scales used by  the norm aliz ed C VS S  sy stem , as detailed in subsequent sections. T he potential 

dam ag e due to supported v ulnerabilities of a g iv en asset will be function of its v alue and 



CHAPTER 5: Risk driven response, the idrs risk management model  

 

 194

relativ e im pact factors. M oreov er, different weig ht coeff icients will be associated to selected 

security  principles and considered in determ ining  relativ e im pact factors of  an asset. T his was 

neg lected by  all prev ious im pact assessm ent processes, which assum e the sam e im portance 

for all security  requirem ents ov er all assets. S uch im prov em ent of the im pact assessm ent 

process is inspired by  reality  where the sam e asset requires v arious lev els of protection 

depending  upon its env ironm ent, usag e, location within the com puting  env ironm ent and 

stored inform ation. 

In the proposed risk  m odel, the im pact of a g iv en asset ai is determ ined using  its v alue, 

required security  serv ices and supported weak nesses as expressed by  the following  function: 

)V,W,U(fI
iiii 1=   (5.1) 

where: 

Ii : the im pact of the asset ai due to its supported weak nesses 

Ui : the expected v alue of the asset  ai 

Wi : v ector of weig hts that expresses the im portance of considered security  principles, 

including  integ rity , av ailability , confidentiality  and other security  requirem ents, to the 

asset ai. I t can be ev aluated for each asset by  security  expert and org aniz ation’ 

m anag ers reg arding  the security  policy  and the m ission of the org aniz ation 

Vi : set of supported v ulnerabilities of ai 

T he im pact of the asset ai is partially  determ ined based on its relativ e im pact factors 

expressed in term s of confidentiality , integ rity , av ailability  and other security  principles 

included in Wi. A  v ector of relativ e im pact factors, Γi= < γi,1, … , γi,n>  , should be ev aluated for 

each asset ai. I ts appraisal is basically  achiev ed by  considering  supported weak nesses, Vi, of 

the targ et asset ai and their im pact scores assessed by  publicly  av ailable v ulnerability  scoring  

sy stem s as discussed in §5.3.5. R elativ e im pact factors, Γi, and weig hts of required security  

serv ices, Wi, are inv olv ed in determ ining  the ov erall im pact factor, τi, of the asset ai. T he 

potential loss due supported f laws of the asset ai is then estim ated using  its v alue and the 

ov erall im pact factor. Inv olv ed v ariables and the associated function to determ ine im pacts are 

discussed in section §5.4.1.1.   

5.3 .3  Th rea ts likelih oods  

O ne of challeng ing  steps in quantitativ e security  risk  assessm ent m ethodolog ies is the 

determ ination of lik elihoods of m alicious ev ents experienced by  dif ferent assets of the 

com puting  env ironm ent. T hreats lik elihoods elem ent is essential in our basic risk  

determ ination process. It expresses how lik ely  targ et asset is being  com prom ised if  an 
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unwanted ev ent occurs. In A L E  m ethodolog y , lik elihood is interpreted as the annualiz ed 

frequency  of  m alicious ev ent occurrence. F or other risk  assessm ent m ethodolog ies including  

G I S A M  and N I S T , it is thoug ht of as the probability  of potential exploit of an identif ied 

security  breach by  a m alicious ev ent [216], [325]. 

O bjectiv e estim ation of lik elihoods requires an extended historical dataset on m ounted attack s, 

supported weak nesses and targ et assets associated with perfect k nowledg e of the m onitored 

sy stem . T hese are seldom  av ailable for actual org aniz ations and ev en if  they  dispose of little 

historical dataset, av ailable risk  assessm ent m ethodolog ies fail to objectiv ely  predict 

lik elihood of occurrence of a m alicious ev ent that im pacts com puting  env ironm ent assets. In 

fact, the m ajority  of these m ethodolog ies rely  on expert judg m ent and ev aluate lik elihoods of 

threats occurrences using  term s such as low, m edium  or hig h or using  num erical rating s. 

Q ualitativ e m ethodolog ies use these labels to identif y  risk  lev els of targ et assets based on 

im pact-lik elihood m atrix as in [17], [216], [325]. H owev er, quantitativ e m ethodolog ies 

determ ine risk s of a g iv en asset using  selected functions. T he latter functions com bine 

different risk  param eters including  lik elihoods of threats occurrences and expected 

consequences of intrusiv e actions. 

O ther risk  assessm ent m ethodolog ies are based on lik elihood estim ation processes. D if ferent 

dependent factors to entities m ounting  attack s or threat sources are considered by  these 

processes. S chechter has identif ied two m ain categ ories of factors related to threats 

frequencies. T he first categ ory  concerns positiv ely  correlated factors to threats occurrences 

such as the num ber of potential attack ers and potential benefits. H owev er, the second categ ory  

focuses on disincentiv es to attack er resum ed by  neg ativ ely  correlated factors lik e intruder 

risk s, to be caug ht, and sy stem  resistance. B oth factor categ ories are considered by  the process 

proposed to estim ate threats frequencies [337], [338]. F arahm and has founded his lik elihood 

determ ination process on N I S T  recom m ended factors, specif ically ; attack ers’ m otiv ations, 

m eans and opportunities of exploit [112]. B ellefeuille has proposed a probability  estim ation 

process that inv olv es sev eral dependent factors to security  incidents. Incorporated factors 

concern categ ories such as attack er m otiv ation and capability  and v ulnerability  nature [39], 

[390]. M otiv ation and capability  of attack ers are represented in this process by  two factors 

nam ely  targ et attractiv eness and ease of  exploit. Vulnerability  related factors are expressed by  

characteristics such as av ailability  of exploit and Internet wide frequency  of  attack s. 

C onsidered factors are scored using  dif ferent scales. T he probability  of an attack  is then 

linearly  determ ined based on cum ulativ e scores ov er all included factors [39]. 
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In prev ious risk  analy sis m ethodolog ies, threat lik elihood is interpreted as the probability  or 

frequency  of unwanted ev ent occurrence on com puting  env ironm ent assets. T his ev ent can be 

orig inated from  nature or accidentally  or deliberately  by  different entities or threat ag ents. It 

m ay  cause v ariable dam ag es to com puting  env ironm ent assets. F urtherm ore, deliberate 

actions inducing  these ev ents look  for sev eral objectiv es rang ing  f rom  sim ple inform ation 

leak ag e to com plete disruption of the targ et asset. 

In this work , m al-intentioned ev ents m ounted by  internal or external entities are the only  

considered threats by  the proposed risk  m anag em ent process. T hese deliberate ev ents aim  at 

com prom ising  com puting  env ironm ent assets and inflicting  harm  to them . T hey  neg ativ ely  

affect targ et assets only  if  they  successfully  exercise supported weak nesses or by passing  

deploy ed security  controls or both. O therwise, any  attack  or attem pt of an adv ersary , when 

occurring , has no im pact on com puting  env ironm ent assets. In the proposed risk  m odel, the 

lik elihood of a m alicious ev ent corresponds to its probability  of affecting  the targ et asset. T his 

depends jointly  on its occurrence and ef fect on the v ictim . M oreov er, at this step, we consider 

an attack , cq when occurring , neg ativ ely  affects the targ et asset only  if  it exploits at least one 

of its supported weak nesses. 

In our fram ework , detected threat, cq, is considered as a random  v ariable with possible v alues 

in the set of threats, T. I ts v alues can be determ ined by  an em bedded sub-sy stem  such as the 

analy sis and detection eng ine of our idrs, as discussed in chapter 4. In this work , a probability  

distribution of cq, p(cq), is defined. F or each attack  class, p(cq) is interpreted as the probability  

that the class cq tak es place. P robabilities of different v alues of cq in T are periodically  

estim ated by  our com bined detection m odel. T hey  are included in estim ating  threats 

lik elihoods elem ent of our risk  m odel. 

In the proposed risk  m odel, threat lik elihood is approxim ated by  the probability  that m ounted 

threat cq affects targ et asset ai. B ased on B ay es theorem  of conditional probability , this 

probability  is determ ined by  the product of the probability  of the occurrence of cq and the 

probability  that cq af fects ai when occurring . It can be expressed as follows:  

)placetakenhasc/aaffectsc(p)c(p)aaffectsc(p
qiqqiq

=   (5.2) 

T he conditional probability  included in (5.2) of lik elihood estim ation can be determ ined by  

considering  the current security  state of the targ et asset ai, specifically , its security  controls 

and supported f laws as discussed in sections � 5.3.6 and � 5.3.2. 
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5.3 .4  Ex posure 

E xposure elem ent in risk  analy sis determ ines the expected com prom ise associated with an 

attack  exploiting  a v ulnerability  in the targ et asset. It tak es account critical com ponents of risk  

m odel, specif ically , assets supported v ulnerabilities and potential threats. I m pact elem ent of 

risk  analy sis focuses on the f irst two com ponents where expected potential loss experienced 

by  an asset is determ ined by  considering  its intrinsic sources of  harm , the supported 

weak nesses. H owev er, the exposure elem ent adds another risk  dim ension to those of the 

im pact param eter. T his dim ension concerns asset extrinsic orig ins of dam ag e, either internal 

or external m alev olent entities to the org aniz ation and their capabilities. T he exposure elem ent 

of  the proposed risk  m odel expresses expected dam ag e inf licted by  a g iv en threat ag ent with 

consideration of its potential success in exploiting  sing le or m ultiple weak nesses of the targ et 

asset.  

Inform ation security  risk  exposure can be quantitativ ely  or qualitativ ely  estim ated.  It is 

expressed using  num erical v alues either m onetary  or scaling  v alues for quantitativ e 

m ethodolog ies. Q ualitativ e risk  analy sis m ethodolog ies instead use ordinal scales that 

g lobally  rank  expected m ag nitude of risk  exposure, usually , as hig h, m edium  or low. B oth 

classes of m ethodolog ies thoug ht of expected loss due to the unwanted ev ent as the product of 

its occurrence frequency  and expected consequence. 

In quantitativ e m ethodolog ies, particularly  A L E  based, risk  exposure or also A nnualiz ed L oss 

E xpectancy  is assessed in term s of m onetary  v alues by  m ultiply ing  the S ing le L oss 

E xpectancy  (S L E ) and the A nnual R ate of O ccurrence (A R O ) of an intrusiv e ev ent. T his was 

larg ely  criticiz ed in other risk  analy sis m ethodolog ies [313], [365]. In fact, exclusiv e reliance 

on such assessm ent of  risk  exposure prov ides a g lobal insig ht and hides details of the actual 

security  strateg y  of  the com puting  env ironm ent. H owev er, hidden inform ation is extrem ely  

v aluable to decision m ak er, security  m anag ers and other steps in the risk  m anag em ent process. 

F or instance, if  the m onitored com puting  env ironm ent is faced to the following  situations: 

C ase 1: A R O  = 9 /y ear and S L E = 2000$  

C ase 2: A R O  = 0.5/y ear and S L E  = 36000 $  

A ccording  to the A L E  g lobal assessm ent of the exposure, both situations hav e the sam e extent 

because they  ensure identical expected loss. M oreov er, they  should be sim ilarly  treated. 

N ev ertheless, decision m ak er and security  m anag ers consider the first case as the m ost 

catastrophic and needs to be urg ently  addressed because it is associated with the hig hest 

frequency . F urtherm ore, it m ay  concern client database in e-bank ing  env ironm ent or an access 
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serv er of an Internet serv ice prov ider. H owev er, the second case corresponds to an ordinary  

and m anag eable situation since it is associated with low frequency , ev en if  it concerns hig hly  

critical assets. A dditionally , if  the second case occurs for low criticality  assets of  the 

org aniz ation, its treatm ent should be done after appropriate m itig ation of hig h priority  risk  

associated to the f irst situation. 

O ther quantitativ e and qualitativ e m ethodolog ies determ ine the risk  exposure lev el based on 

predefined m atrix. T he exposure assessm ent m atrix is form ed by  different lines and colum ns 

associated respectiv ely  with scores or labels of threats lik elihoods and assets im pacts. 

E xpected risk  exposure is identif ied for g iv en labels or scaling  v alues by  the intersection 

between the corresponding  lik elihood line and im pact colum n as illustrated by  table 5.1 [295], 

[325]. 

In our risk  m odel, the exposure of the com puting  env ironm ent is considered as a function of 

the im pacts of its assets and lik elihoods of m alev olent activ ities targ eting  them . P otential 

dam ag es of the targ et asset, due to supported v ulnerabilities, are estim ated based on its 

expected v alue and required security  serv ices. L ik elihoods of attack ers’ actions are expressed 

in term s of probability  of a successful exploit of targ et asset weak nesses. E xpected exposure 

due to exercise of  supported f laws by  a g iv en threat can then be determ ined, identically  to 

A L E  based m ethodolog ies, a com bination of abov e discussed risk  elem ents or any  other as 

discussed in [55], [332]. In the proposed risk  m odel, the exposure, Xi,k, of  the targ et asset ai is 

expressed using  its im pact, Ii, and the lik elihood of the m ounted attack , cq, Li,q.  

)L,I(fX
q,iiq,i

=   (5.3) 
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Ta b le 5.1: Ex a mple of ex posure ma trix
2
  

                                                
2
 A n exam ple of risk  m atrix for inform ation sy stem  security  av ailable at: www.faa.g ov   
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5.3 .5 Vulnera b ilities sev erity  

In inform ation security  context, the sam e attack  causes v ariable losses ev en if  it targ ets 

com parable assets of two org aniz ations in the sam e exploitation dom ain. T his is closely  

dependent to the targ et env ironm ent and attack er related factors. In fact, the consequence of 

m ounted attack  is m anag eable if  technical, operational and m anag erial controls of the targ et 

com puting  env ironm ent are periodically  rev ised. N ev ertheless, if  increasing ly  discov ered 

v ulnerabilities are lef t without any  rem ediation; m alicious activ ities of an attack er could 

probably  cause catastrophic dam ag es that can’t be supported by  the targ et org aniz ation 

L osses due to the m alicious actions depend also on attack er capability , sk ill and experience, 

and m eans. E xpert attack ers are able to carry  out their intrusiv e actions ev en if  only  diff icult 

to exploit v ulnerabilities are supported by  the v ictim . A lway s, they  use their proper attack ing  

toolk it either totally  dev eloped by  them  or partially  m odified Internet tools according  to their 

needs. A ctually , wide v ariety  and hig hly  sophisticated attack  tools av ailable on the Internet 

m otiv ate ev en beg inners and thoroug hly  assist them  in m ounting  their attack s.  

In addition, both classes of beg inner and experim ented attack ers hav e an unlim ited access to 

detailed inform ation, from  trusted sources, on recently  discov ered v ulnerabilities and their 

potential exploit. T hey  are capable to desig n the m ost appropriate strateg y  that supports their 

m otiv es and satisf ies their objectiv es. T hus, their deliberated actions are becom ing  well 

structured, precise and m ore dev astating .  

A ttack ers can identif y  m ultiple f laws of the v ictim  rely ing  on sim ple to use v ulnerability  

scanner tools. B ased on their k nowledg e and discov ered weak nesses, they  try  to determ ine 

different attack ing  scenarios that fulf ill their objectiv es. G enerally , they  look  for scenarios 

associated with a sing le v ulnerability  to m inim iz e their log g ed traces. B ut, when such 

scenarios are not av ailable, they  include sequentially  exploitable v ulnerabilities in desig ned 

attack ing  scenarios to increase their success chance. S uch aspect should be considered in 

estim ating  potential dam ag e of  m alicious ev ents experienced by  the targ et com puting  

env ironm ent. 

U nfortunately , it is dif ficult to determ ine exact v ulnerabilities exploited by  an attack er. B ut, in 

our risk  m odel, v ulnerabilities sev erity  elem ent tries to express abov e cited risk  factor by  the 

m ean of f laws scores. S uch risk  elem ent g iv es an insig ht on the potential exploit of  a 

collection of supported flaws. It focuses on the extent of attack er opportunity  to im plem ent 

deeper attack  and inf lict m ore dam ag e to the targ et asset k nowing  its v ulnerabilities and their 
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sev erity  scores. In fact, sev erity  scores are av ailable for disclosed v ulnerabilities throug h 

different norm aliz ed and public databases including  N ational Vulnerabilities D atabase 

(N VD B ) and O pen S ource Vulnerabilities D atabase (O S VD B ). T hey  are calculated by  

standardiz ed v ulnerability  scoring  sy stem s such as the C om m on Vulnerability  S coring  S y stem  

(C VS S ) [88], [280], [284].  

Vulnerabilities scoring  sy stem s are proposed and im plem ented by  trusted org aniz ations such 

C C - C E R T , N I S T , S A N S , M icrosoft and others. T heir m ain objectiv e is to prov ide 

inform ation technolog y  m anag ers with required inform ation to prioritiz e and rem ediate m ost 

dam ag ing  technical f laws [74], [271]. T hese sy stem s process nearly  real-tim e disclosed 

v ulnerabilities. M oreov er, they  are associated with com prehensiv e historical databases that 

sav e traces of discov ered v ulnerabilities. T hese databases are publicly  av ailable. B esides, they  

are structured according  C om m on Vulnerability  and E xposure (C VE ) nam ing  standard that 

recom m ends an extensiv e set of features to describe technical v ulnerabilities [87]. 

S ev eral public and proprietary  scoring  or rating  sy stem s hav e been im plem ented. U S - C E R T  

sy stem  rank s discov ered v ulnerabilities using  sev erity  scores rang ing  f rom  0 to 10. F or this 

sy stem , scores are determ ined based upon different factors which are dependent to 

v ulnerabilities, their env ironm ent of exploit and effects on Internet infrastructure [256], [394]. 

C E R T  sy stem  was considered as threat oriented rather than v ulnerability  oriented because it 

focuses on g eneral factors that fail to ensure standard scoring  of dif ferent v ulnerabilities. 

M oreov er, it prov ides security  m anag ers with g eneral threat lev el to g iv en v ulnerability  which 

is not effectiv ely  useful for prioritiz ation and rem ediation ends [140]. T he S A N S  v ulnerability  

analy sis sy stem  concentrates on f laws orig ins and their criticalities. T he S y m antec proprietary  

sy stem  determ ines v ulnerability  sev erity  scores based on access lev els required to exploit 

discov ered f law and its im pact on the targ et asset [380]. T he security  response g roup of 

M icrosoft m anag es its own rating  sy stem  that prioritiz es user reported v ulnerabilities based on 

their exploitation and im pact lev els [82], [259] 

A bov e discussed scoring  sy stem s are not norm aliz ed. T hey  support dif ferent weak nesses 

either in considered factors about v ulnerability  or scoring  process itself. T he m ajority  of these 

sy stem s include few v ulnerability  features in their scoring  processes which are not appropriate 

in rating  f laws of different categ ories. T he sing le standardiz ed scoring  sy stem  that ov ercom es 

these shortcom ing s is C VS S  (C om m on Vulnerability  S coring  S y stem ) of the F orum  and 

Incident R esponse and S ecurity  T eam  (F I R S T ) [82]. 
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C VS S  is the m ost widely  accepted scoring  sy stem  m anag ed by  F I R S T . I t reinforces the 

v ulnerability  m anag em ent policy  of the org aniz ation by  adopting  harm oniz ed scoring  process 

for all of its software v ulnerabilities. C VS S  is based on standardiz ed scoring  process. It offers 

an open fram ework  that allows a detailed description on how determ ining  scores of dif ferent 

v ulnerabilities. S ev eral org aniz ations use C VS S  for publishing  their v ulnerability  bulletins, 

com m unicating  sev erities of v ulnerabilities in their com m ercial products or m anag ing  f laws 

of  their operational software. C VS S  scores and processed v ulnerabilities are publicly  

av ailable in different databases such as N VD B , O S VD B  and bug track  [59], [280], [284]. 

C VS S  sev erity  scores are determ ined using  a num erical scale of 0 to 10. T hey  are based on 

three relativ e scores associated with considered m etric g roups. B asic m etric g roup concerns 

constant v ulnerability  characteristics ov er tim e and across com puting  env ironm ents. T hese 

m etrics include access v ector, access com plexity  and im pact. T he tem poral m etric g roup 

instead focuses on v ulnerability  features that chang e ov er tim e. E xploitability  and rem ediation 

factors of this g roup em phasiz e chang es respectiv ely  in the av ailable exploitation technique 

and rem ediation status of discov ered v ulnerability . M etrics of  the f irst two g roups are 

determ ined when v ulnerability  bulletin is released by  software v endors or security  analy sts. 

T he last g roup of env ironm ental m etrics concerns features related to v ulnerability  context 

within the org aniz ation. M etrics of  this g roup are ev aluated by  users of  the com puting  

env ironm ent. T hey  aim  at integ rating  org aniz ation specif ic features in scoring  process.  L ast 

two g roups of  m etrics are optional for all v ulnerabilities. B ut, m etrics of the f irst g roup are 

critical in com puting  C VS S  scores.  

In the proposed risk  m odel, potential effect due to m ultiple exploits was included. Its detailed 

estim ation is not feasible since com plete data on attack  stag es and exploited v ulnerabilities are 

not av ailable.  W e propose a partial approxim ation of such effect by  considering  a g lobal 

sev erity  factor of supported v ulnerabilities. S uch risk  elem ent broadly  resum es of fered 

opportunities to threat ag ent to m ak e deeper attack . M oreov er, it inform s on the extent of 

possible dam ag e when an attack er has the potential to exploit m ore than sing le f law of the 

targ et asset. G lobal v ulnerabilities sev erity  factor of the proposed m odel will be determ ined 

based on supported f laws of  the targ et assets, their C VS S  scores and com m on weak nesses of  

N VD B  and O S VD B  databases. 

In this work , sev erity  factor is com puted for each asset of the com puting  env ironm ent. 

Initially , supported v ulnerabilities of the targ et asset are discov ered using  widely  av ailable 

autom ated tools. T hen, sev erity  scores of identif ied flaws are ev aluated. B efore this, 
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discov ered v ulnerabilities are dispatched between dif ferent g roups of the second flaw 

classif ication, considered by  our risk  m odel. T his categ oriz ation is based on N VD B . It 

identif ies patched, unpatched and unresolv ed v ulnerabilities of those discov ered in the 

com puting  env ironm ent. It solely  focuses on the g rav ity  of potential dam ag e associated with 

different v ulnerability  g roups. S ev eral criteria can be considered in this step including  the 

eff icacy  of av ailable counterm easures [9], [26], the lev el of exploitation potential [397] and 

g eneral popularity , with consideration of top rank ed v ulnerabilities of S A N S  [74]. A ccording  

to selected criteria, each of identif ied v ulnerability  g roups is associated with a weig hting  

coeff icient that rang es from  0 to 1. T hese weig hting  coeff icients are determ ined rely ing  on 

worldwide inform ation. T hey  are proportionally  assig ned depending  on potential dam ag e 

possibly  incurred due to the exploit of v ulnerabilities of the corresponding  g roup [10]. T he 

ov erall f laws sev erity  of the targ et asset is determ ined as a weig hted sum  of relativ e sev erity  

factors of considered v ulnerabilities g roups. T his is sum m ariz ed by  the process presented in 

section §5. 4.2. 

5.3 .6  Controls ef fectiv eness 

T he neg ativ e effect of dif ferent threats experienced by  com puting  env ironm ent assets can be 

reduced rely ing  on m ultiple categ ories of security  controls. F or federal org aniz ations, N I S T  

has im posed m inim al required security  controls. T he basic control collections of federal 

org aniz ations consist of m anag erial, operational and technical counterm easures [248], [249], 

[260]. M anag erial or org aniz ational controls focus on security  policies, g uidelines and 

standards that protect and preserv e org aniz ation m ission continuity . O perational controls 

m ainly  concern phy sical counterm easures that ensure consistency  and uniform ity  in security  

operations. T echnical safeg uards are required to protect critical and sensitiv e inform ation and 

inform ation sy stem s. E ach of  identified three categ ories supports prev entiv e, correctiv e and 

recov ery  security  controls. 

W ithin this context and to ensure continuous m onitoring  and rev ision of the com puting  

env ironm ent security  state, N I S T  has presented a g uideline for assessing  security  controls in 

federal inform ation sy stem s. T his g uideline helps org aniz ations in ev aluating  proper 

im plem entation, operation and effectiv eness of their security  controls. H ig hly  structured 

process of the g uideline conv eniently  assists security  practitioners in conducting  safeg uards 

assessm ent starting  by  the preparation and dev elopm ent of assessm ent plans until post-

assessm ent and report analy sis [323]. O ther security  audit m ethods such as C R A M M  and 
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IS R A M  allow m easurem ent of counterm easures effectiv eness as recom m ended in standards 

of the IS O -27000 series [85], [80], [115], [173], [175], [216], [367].  

In assessing  ef fectiv eness of  functional security  controls dif ferent features, related to the 

safeg uard or its env ironm ent, should be considered. C orrectness attribute is concerned with 

im plem entation flaws of counterm easure. S treng th of security  control ref lects both its 

capacity  to resolv e supported v ulnerabilities and attack er effort and capability  to reach his 

objectiv e. C ontrol function feature determ ines the ty pes of ensured protection, prev entiv e, 

correctiv e or recov ery  [38]. O ther features can be considered in addition to those prev iously  

discussed including  config uration f laws and dependence between safeg uards. S uch extended 

feature set ensures a string ent assessm ent that addresses counterm easures im plem entation, 

operation and returned serv ices with consideration of  confidentiality , integ rity  and av ailability  

requirem ents of the com puting  env ironm ent. 

In this context, controls effectiv eness estim ation should not be based specif ically  on collected 

data either within the org aniz ation or from  controls v endors. B oth sets of collected data are 

com plem entary  and should be considered to ev aluate ef fectiv eness of current security  strateg y  

and its controls. M oreov er, assessm ent of security  controls inv olv ing  collected datasets and 

discussed features can be conducted m anually  or using  autom ated tools. 

S afeg uards effectiv eness can be determ ined using  an autom ated tool such as A S S E T  of N I S T . 

T his tool is associated with the g uideline of [341]. T he recom m endations of the g uideline 

im pose a norm aliz ed approach for security  self -assessm ent for federal org aniz ations in order 

to determ ine current status of their security  prog ram s and plan potential im prov em ents. 

M oreov er, A S S E T  is useful in ev aluating  technical controls ev en if  their assessm ent process 

is m ore com plicated than m anag erial and operational counterm easures. A s stated in [151], 

[323] ef fectiv eness of installed m anag erial, operational or technical security  controls can be 

estim ated rely ing  on an assessm ent process, including  A S S E T  process, in conjunction with an 

approv ed security  plan of the org aniz ation. In fact, the security  plan prov ides security  assessor 

with detailed description of installed and planned security  controls with respect to 

recom m ended security  baseline [248], [260]. A nother possible way  to m easure security  

controls ef fectiv eness focuses on audit reports. T his alternativ e is based on m anual processing  

of detailed inform ation on installed safeg uards prov ided by  audit reports. 

A m ong  discussed alternativ es to g aug e security  controls effectiv eness, the last one is the 

sim plest and widely  accepted reg arding  objectiv ity  and confidence of audit reports. M oreov er, 

it was m entioned in risk  m anag em ent and best practice standards [80], [175] not only  due to 
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av ailability  of audit reports ev en for priv ate org aniz ations, but also for m ultilev el assessm ent 

ensured by  security  audit m ission. A dditionally , control assessm ent in security  audit is 

achiev ed by  considering  both benchm ark s prov ided by  dev eloper and config uration of the 

targ et sy stem , with respect to its security  requirem ents. A ctually , inform ation security  sy stem s 

of any  org aniz ation should be audited at least twice a y ear by  internal and external certif ied 

auditors as im posed by  national and international reg ulation [22], [118], [174], [282]. A n 

audit report of each m ission is com posed of  two m ain parts that focus respectiv ely  on nom inal 

and technical audit [313]. N om inal audit is concerned with org aniz ational and procedural 

aspects of  m anag erial, operational and technical security  controls. T echnical audit instead 

addresses im plem entation, operation and outcom es of different categ ories of safeg uards. 

M ultiple penetration testing  scenarios are experim ented in this part to technically  ev aluate the 

resistance of deploy ed security  strateg y . B oth parts of audit reports, in addition to security  

expert recom m endations and worldwide inform ation, are required for a coherent assessm ent 

of counterm easures effectiv eness. 

In the proposed risk  m odel, we focus on security  controls of dif ferent categ ories. T he 

estim ated effectiv eness of controls are interpreted as their reduction factors that shrink  the 

exploitability  extent of supported v ulnerabilities and decrease attack ers opportunities to 

successfully  execute intrusiv e actions. R eduction factor v alues rang e between 0 and 1. B ased 

on av ailable data, they  are determ ined for different f law categ ories as presented in table 5.2. 

T his v ulnerability -safeg uards m atrix inv olv es flaws categ ories determ ined based on their 

exploit objectiv es.  

Ta b le 5.2: Security  control effectiv eness b y  f la w  ca teg ory  

F laws 

categ ories 

C ontrols 

s1 …  sl …  sL 

V
1
 e1,1 …  el,1 …  eL,1 

…
 

…  …  …  …  …  

V 
r
 e1,r …  el,r …  eL,r 

…
 

…  …  ... …  …  

V
R
 e1,R …  el,R …  eL,R 
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W here, el,r is the expected effectiv eness of  the security  control sl ag ainst v ulnerabilities of the 

categ ory  r
V , el,r ∈ [0, 1] and el,r = 0, if  the control sl is not applicable in reducing  the exploit 

of v ulnerabilities of the class r
V .  

T he relativ e effectiv eness of sing le control sl to defend ag ainst v ulnerability  set Vi of asset ai, 

is ev aluated by  considering  dif ferent categ ories that com pose Vi. A ssum ing  that ni,R f law 

categ ories are included in Vi, the m ean effectiv eness of the security  control sl ag ainst exploits 

of v ulnerabilities supported by  the asset ai is el/i :   

�=

Ri
n

r

rlRiil
ene

,

,,/ 1   (5.4) 

A ssum ing  that the initial security  strateg y , SSi,0,  associated with the asset ai is com posed by  li 

independent controls. Its relativ e effectiv eness ag ainst supported v ulnerabilities of ai is 

estim ated by  
0,iSe : 

0,0,
1

ii
SSSS

e π−=   (5.5) 

0,i
SS

π corresponds to the by pass rate of  the initial security  strateg y , SSi,0,, of the asset ai 

reg arding  categ ories of its supported v ulnerabilities. It is determ ined by  the m ean failure rate 

based on the abov e m atrix as follows: 

�=

Ri

i

n

r

riRiSS
n

,

0, ,,1 ππ   (5.6) 

 where 
ri ,π assesses the failure rate of SSi,0 with respect to sing le v ulnerability  categ ory , r

i
V , 

of  ai. It is interpreted as the probability  of  potential exploit of  any  v ulnerability , vj ∈ r

i
V , of 

the v ictim . It is estim ated using  table 5.2 by : 

∏ −=

i
l

l

rlri
e ,, 1π   (5.7) 

A dditionally , an asset is targ eted by  an internal or external attack ers depending  m ainly  on its 

attractiv eness and supported weak nesses. B ut, despite of its hig h profitability  for attack ers, it 

rem ains unreachable by  them  while supported v ulnerabilities are appropriately  f ixed. T hus, 

the probability  of targ eting  an asset depends roug hly  on the failure of its security  strateg y . 

S uch probability  can be estim ated using  the failure rate of  deploy ed security  control 

com bination to protect the targ et asset as discussed abov e. T he probability  of  targ eting  g iv en 

asset, ai, of the com puting  env ironm ent that supports security  strateg y  SSi,0 can be 

approxim ated by  the ov erall probability  of failure of all its controls.  
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5.4  B a sic risk ev a lua tion 

T he basic risk  of the asset ai, 
B

q,i
R , due to m ounted attack  cq depends on its exposure, 

v ulnerabilities sev erity  and controls ef fectiv eness. It is expressed by  the function Φ as follows, 

g iv en that: cq : a threat targ eting  ai, 

Vi : a set of supported v ulnerabilities by  ai, 

Wi : a v ector of weig hts associated to security  concerns of ai, 

SSi,0 : the initial set of security  controls deploy ed to protect ai. 

( )

( )

( )

( )

( )�
�

�

�
�

�

�

=

=

=

=

Φ=

0,0,

1

,,

0,,,

,

,

,,

,

,,

iii

ii

iiii

qiiqi

iiqi

B

qi

SSVhZ

VgY

VWUfI

LIfX

ZYXR

λ

   (5.8) 

where:  

Xi,q : the exposure of the asset ai, g iv en that the threat cq tak es place, determ ines the 

expect loss of the targ et asset due to the m ounted attack . It is a function of the ov erall 

im pact factor of the asset ai and the lik elihood of the threat cq. 

Ii : the ov erall im pact factor of the asset ai represents the expected loss due to potential 

exploit of supported v ulnerabilities. It depends on asset v alue, Ui, its supported flaws, 

Vi, and considered security  serv ices, Wi. 

Li,q: threat lik elihood reflects how lik ely  an attack , cq, has a neg ativ e effect on the 

v ictim , ai, when occurring . Its estim ation is based on the probability  of occurrence of 

cq and failure rates of deploy ed security  controls, on the targ et asset, to defend ag ainst 

an exploit of searched flaws of ai. 

Yi: sev erity  of v ulnerabilities of an asset expresses to which extent the m ounted attack  

has the opportunity  to inf lict m ore dam ag e. It is determ ined based on supported 

v ulnerabilities, their C VS S  scores and g rav ity  weig hts, λ, of considered f laws g roups. 

Zi,0: effectiv eness of the current security  strateg y  of  the asset ai represents the 

defensiv e capacity  of  the targ et asset. It is estim ated using  the relativ e ef fectiv eness of 

installed security  controls, SSi,0, with consideration of supported v ulnerabilities. 

5.4 .1 Risk ex posure ev a lua tion 

R isk  exposure arising  from  m ounted attack s should be determ ined based on an appropriate 

com bination of estim ated threat lik elihood and expected potential dam ag e of the targ et asset. 
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In this work , the function f im plem ents such com bination. T he sim plest way  to com bine both 

risk  param eters with respect to A L E  standard is the product function. T he potential expected 

loss due to m ounted attack  and its im pact on the targ et asset is calculated as follows: 

q,ii

q,iiq,i

LI

)L,I(fX

×=

=

   (5.9) 

C onsidered risk  elem ents, asset im pact and threat lik elihood, are determ ined based on 

identif ied param eters of respectiv e sections 5.3.2 and 5.3.3. T heir estim ation steps are 

discussed in following  two sections. 

5.4.1.1 Impact estimation 

T he im pact of an asset is determ ined based on (5.1) as prev iously  discussed. It is estim ated in 

term s of confidentiality , integ rity  and av ailability  losses, as recom m ended in [175], [282], 

[340], with consideration of asset v alue and supported v ulnerabilities.  

Ii=  f1(Ui , Wi, Vi) 

Ui: asset v alue is estim ated based on business incom e, Bi, and operating  cost Pi of the asset ai  

Vi: set of  supported flaws by  the asset ai identif ied and reported by  a v ulnerability  scanner 

Wi : weig hts of security  requirem ents for the asset ai. S uch v ector can be estim ated before 

determ ining  the v alue of an asset rely ing  on the security  policy  and asset classification, if  

exists. 

a )  Asset v a lua tion process 

In this step, asset v aluation process supposes that the org aniz ation is structured into different 

business function each of  which is com posed of  sev eral business processes. E ach business 

process uses a subset of assets associated with the business function to im plem ent one of  its 

activ ities. In this context, asset v alue can be determ ined based on its contribution in dif ferent 

business functions and by  considering  its business v alue. T he annualiz ed business v alue of a 

g iv en asset ai corresponds to the difference between its total annual rev enue and total annual 

cost of acquisition and operation [216]. A dditionally , in real tim e env ironm ent, the daily  

worth of an asset can be determ ined by  div iding  its annual business v alue by  the num ber of 

business day s in a y ear. 

In the proposed v aluation process, business incom e of an asset should be determ ined using  

annual rev enue of the org aniz ation and assets im portance coeff icients. T he annual rev enue of 

an org aniz ation corresponds to the sum  of  the incom es of all its business functions. W ithin 

each business function, different weig hting  coeff icients are assig ned to assets to express their 
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im portance in achiev ing  its objectiv es and im plem enting  its activ ities. T he im portance 

coeff icient of each asset is determ ined by  considering  its weig hts ov er all business functions 

that im plem ent the org aniz ation’s m ission. A  sim ple process to appraise asset v alues based on 

chosen approach is g iv en below: 

Bi : total annual rev enue of the asset ai, 

Pi : annual inv estm ent cost of the asset ai, 

B : total annual rev enue of the org aniz ation, 

BF  : set of business functions of the org aniz ation, 

η f: im portance or criticality  of the business function f to the org aniz ation’s m ission, 

Af: set of assets required to achiev e the business function f, 

εi,f : weig hting  coef f icient that assesses the deg ree of inv olv em ent and the im portance 

of the asset ai in fulfilling  the business function f, 

d: num ber of business day s in a y ear, 

i
U  : annual business v alue of asset ai, 

D

iU  : daily  business v alue of asset ai, 

εi : im portance coeff icient of asset ai ov er all business functions in which it is inv olv ed.  

 

D

iU  is useful for loss determ ination in our real tim e sy stem  af ter the estim ation of the im pact 

factor of  m ounted attack  and num ber of day s required to repair dam ag ed asset. H owev er, it is 

enorm ously  dif ficult, in the inform ation security  dom ain, to estim ate the num ber of day s to 

recov er norm al function of the com puting  env ironm ent due to the com plicated nature of 

m ounted attack s, either if  the v ictim  is com pletely  replaced. 

 In the proposed risk  m odel, asset v alue is required to assess inf licted dam ag e by  the m ounted 

attack s. It m ay  be estim ated based on the annual business v alue and operation cost of the asset. 

It m erely  corresponds to the difference between these m onetary  v alues as g iv en by  the 

following  form ula: 

A sset v alue determ ination process 

1-determ ine norm aliz ed im portance coeff icient, N

i
ε  of the asset ai: 

1-1: com pute im portance coeff icient of ai ov er all business functions � εη=ε

f

f,ifi
 

1-2: com pute norm aliz ed im portance coeff icient of ai ov er all assets in �
f

fAA = , 

�εε=ε

j

ji

N

i
 

2-ev aluate N

ii
BB ε×=  

3-determ ine 
iii

PBU −=  

4-com pute dUU
i

D

i
/=  
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iii
PBU −=    (5.10) 

b )  Impa ct f a ctor determina tion 

D if ferent security  serv ices are required by  assets of the m onitored com puting  env ironm ent. 

C om m only  considered security  principles in security  policies and security  reports, such as 

audit or security  plan or risk  assessm ent, include confidentiality , integ rity  and av ailability  

(C I A ). O ther security  serv ices can be added to these including  non-repudiation and 

authenticity  depending  on the targ et asset and the org aniz ation’s m ission. In this work , 

specif ically , these three com m on security  concerns are included in determ ining  im pacts of 

targ eted assets. T heir relativ e im pact factors g iv en by  the v ector Γi= <  γi,1, γi,2  , γi,3 > ,  

respectiv ely  for confidentiality , integ rity  and av ailability  im pact factors are estim ated for each 

v ictim  ai. T hese factors express fractions of  potential loss interpreted as a failure in fulfilling  

associated security  concerns for the targ et asset. In our risk  m odel, they  are determ ined using  

im pact scores g iv en by  C VS S  for supported v ulnerabilities, vj∈Vi, j=1..|Vi|, as discussed in 

section §5.3.5. I m pact scores present potential ef fects of considered v ulnerabilities on C I A  

serv ices using  num erical v alues scaled between 0 and 10. C onfidentiality , integ rity  and 

av ailability  im pact factors for a g iv en asset ai are estim ated based on supported v ulnerabilities 

as follows:    

�
∈

=

ij Vv

nj

i

ni
is

V
,,

1
γ     (5.11) 

where: 

γi,n: the im pact factor of the asset ai associated with the n
th

 security  serv ice 

| Vi | : the siz e of Vi, set of supported v ulnerabilities of the asset ai  

isj,n: norm aliz ed im pact scores in term s of n
th

 security  principle, associated to the 

v ulnerability  j, (im pact scores of v ulnerability  j on confidentiality , integ rity  and 

av ailability  requirem ents div ided by  the m axim um  score). S cores, isj,n, are av ailable 

for each v ulnerability  vj throug h the C VS S  scoring  sy stem .  

S ecurity  concerns are not uniform ly  im portant for all assets within the org aniz ation. B ut, their 

relativ e im portance depends on the targ et assets and business functions inv olv ing  these. 

S ev eral assets require only  integ rity  and av ailability  such as D N S  database either in e-bank ing  

or ecom m erce sy stem s. O thers specif ically  need av ailability  including  printer and routers. 

S uch context dependent aspect is considered in the proposed m odel. D if ferent weig ht 

coeff icients are associated to im pact factors to bring  out the relativ e im portance of  considered 

security  concerns of the targ et asset. T hese im portance coeff icients are determ ined by  experts 
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based on security  requirem ent of the business function that inv olv es the targ et asset. T hey  

correspond to the v alues within the interv al [0,1] g iv en by  the v ector Wi. T he ov erall im pact 

factor, τi, of the asset ai based on its supported weak nesses and its requirem ents in term s of 

considered security  principles is determ ined by  the following  form ula: 

�=

n

ninii
W ,,γτ    (5.12) 

where : 

 Wi,n, a weig ht coef ficient of  n
th

 security  serv ice required by  the asset ai, n=1..3, for 

basic security  principles of  C I A . 

T he ov erall im pact factor of an asset estim ates the fraction of its v alue that can be lost due 

supported f laws. B ased on the v alue and the im pact factor of an asset, its potential loss due to 

f laws exploit can be approxim ated by  a product function as follows: 

ii

j

n,jn,ii

i

iiii

U

isWU
V

)V,W,U(fI

×τ=

=

=

��
n

V

1

i

  
1

    (5.13) 

5.4.1.2  T h r eats lik elih ood s estimation 

T hreat lik elihood, Li,q, expresses how lik ely  threat cq occurs and im pacts the asset ai reg arding  

its current security  state. It can be interpreted as the probability  that threat cq has a neg ativ e 

effect on asset ai when occurring . B ut, neg ativ e effect arising  from  any  threat has alway s a 

sing le source which is exploiting  supported f laws of the v ictim . In the proposed m odel, the 

lik elihood of a g iv en threat is thoug ht of as its probability  of af fecting  or causing  dam ag e to 

the targ et asset. It is expressed in term s of  probabilities of  occurrence of  threats and their 

opportunities to af fect targ et assets as follows:  

 

 

 

 

p(cq): the probability  that threat cq tak es place. T his probability  is determ ined by  the 

m ultim odel analy sis and detection eng ine that process ev ents and m onitor security  of the 

targ et asset in the com puting  env ironm ent 

p(cq affects ai / cq) expresses the opportunity  of an attack er to by pass current security  controls 

of the targ et asset and exploit at least one of its supported weak nesses. It can be estim ated 

Li,q =  p(cq affects ai) 

      =  p(cq occurs ) p(cq affects ai given that cq has taken place) 

      = p(cq) p(cq affects ai / cq) 
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rely ing  on the failure rate of currently  deploy ed security  strateg y , to elim inate supported flaws 

of the targ et asset ai, with respect to potentially  exploitable v ulnerabilities of the identif ied 

threat cq . 

S upposing  that threat cq exploits dif ferent v ulnerabilities of classes g iv en by  

{ }r,kn

qq

C

k
V,...,VV

1
=  and ai supports f laws determ ined by  classes of { }r,in

ii

C

i
V,...,VV

1
= , 

potentially  exploitable weak nesses by  threat cq when targ eting  ai belong  to classes g iv en by  

C

q

C

i

C

q,i
VVV ∩= . B y  considering  the current security  strateg y  of the asset ai, SSi,0 which is 

com posed by  li security  controls, and supposing  independence between included v ulnerability  

classes, the probability  that cq affects ai when occurring  can be g aug ed as follows:  

∏
∈∀

=

C

qi

r
VV

riqiq
)ca  affectsc(p

,

,/ π    (5.15) 

 W here 
r,i

π  is the failure rate of currently  deploy ed security  strateg y  of ai with consideration 

of  v ulnerabilities of  class r
V . I t can be estim ated using  the effectiv eness of controls that 

com pose the deploy ed security  strateg y  using  (5.7), as discussed in the prev ious section § 

5.3.6.  

In our risk  m odel, threats lik elihoods are determ ined as follows: 

∏
∈∀

π=

=

C

q,i
r VV

r,iq

iqq,i

cp

acpL

)(

)affects(

   (5.16) 

5.4 .2 Vulnera b ilities sev erity  estima tion 

Vulnerabilities sev erity  elem ent of our risk  m odel depends on supported f laws of the targ et 

asset and their sev erity  scores, according  the C VS S  sy stem , and actual rem ediation states. 

A f ter discov ering  f laws of the considered asset, three m ain g roups are identif ied. P atched and 

unpatched g roups, respectiv ely  p

i
V and p

i
V , focus on weather resolv ed v ulnerability , by  the 

m anufacturer or dev eloper, are ef fectiv ely  corrected or not in the targ et asset. U nresolv ed 

v ulnerability  g roup, u

i
V , includes f laws for which technical counterm easures still unav ailable. 

A ccording  to [26] v ulnerabilities of the second g roup are the m ost searched by  attack ers. 

Vulnerabilities sev erity  param eter allows partial inform ation on the g rav ity  of dam ag e when 

an attack er has the potential to exploit m ore than a sing le weak ness of the v ictim . It is 

determ ined using  a weig hted sum  of scores ov er discrim inated v ulnerability  g roups. T he m ain 



CHAPTER 5: Risk driven response, the idrs risk management model  

 

 212

steps of v ulnerabilities sev erity  com putation process for the proposed risk  m odel are 

presented by  the activ ity  diag ram  in f ig ure 5.5. 

In this process, v ulnerabilities of each asset, Vi, can be discov ered and reported using  

autom ated tools such as IS S , R ealS ecure or C y bercop. F or each v ulnerability , vj∈Vi, its 

sev erity  score is determ ined based on public databases such as N VD B  and O S VD B  that in 

turn sav e C VS S  sy stem  assessm ents. T hen, it is assig ned to one of the considered g roups 

in , G

i
V , nam ely  patched, unpatched or unresolv ed, G

i
V ={ p

i
V , p

i
V , u

i
V }, rely ing  on its 

rem ediation state. T he latter depends on av ailability  and im plem entation state of 

recom m ended counterm easures. Identified v ulnerabilities of different g roups are inv olv ed in 

ev aluating  relativ e sev erity  scores of considered g roups. A f ter that, a weig ht v ector λ, 

>λλλ=<λ
upp

,, ,  associated to G

i
V is determ ined by  security  experts. It reflects the world 

wide g rav ity  of exploiting  v ulnerabilities of each g roup, r
V ⊂ G

i
V , r=1..3 . B oth, relativ e 

scores and weig hting  coefficients will determ ine sev erity  scores of v ulnerabilities of different 

g roups as illustrated by  f ig ure 5.5.  

 

 

 

 

 

 

 

 

 

 

 

 

F ig ure 5.5:  Vulnera b ilities sev erity  determina tion process 
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T he sev erity  factor of supported f laws of the targ et asset ai is estim ated by  the latter process 

using  the following  form ula: 

( )
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  (5.17) 

W here:  

Yi : v ulnerabilities sev erity  of the asset ai 

λr : weig hting  coef ficient of f laws of the g roup r
V , determ ined based on world wide 

inform ation including  public databases, security  reports and expert recom m endations 

srj :norm aliz ed sev erity  score of v ulnerability  vj of the g roup r
V , vj∈

r
V . 

Yi,r : m ean norm aliz ed sev erity  scores of f laws of the g roup r
V , G

i

r
VV ⊂ . 

Yi , λr, srj and Yi,r ∈ [0,1], and � =λ

r

r 1  

A nother g roup of secret v ulnerabilities can be considered in the sev erity  determ ination 

process. It concerns unpublished flaws either accidentally , due to lack  of thoroug h test of  self 

dev eloped software, or deliberately  because of  fear to neg ativ ely  influence custom er trust. 

W eak nesses of this g roup can be easily  identified using  existing  v ulnerability  scanners 

M oreov er, the v ulnerability  popularity  feature is useful in m easuring  f laws sev erity . S uch 

attribute was introduced by  U S - C E R T  and used in O S VD B  and S A N S  [74], [394]. It 

addresses to f laws rank ing  by  considering  either the m ost searchable weak nesses identif ied by  

S A N S  or the m ost frequently  check ed v ulnerabilities presented by  O S VD B  [284], [336]. 

F urtherm ore, elapsed tim e between disclose and resolution of v ulnerability  can serv e as a 

g ood indicator of v ulnerability  sev erity  because, as illustrated in [26], attack  frequency  

rem ark ably  increases, for a short tim e period, just after the publication of patches.  

5.4 .3  Controls ef fectiv eness a pprox ima tion 

C ontrols ef fectiv eness is a risk  elem ent that addresses the extent to which v ulnerability  

sev erity  and exploitability  are reduced and attack er’s opportunity  of  success is shrunk en. T he 

effectiv eness of security  strateg y  of a g iv en asset is determ ined with consideration of different 

supported f laws. In the proposed risk  m odel, it is estim ated rely ing  on the eff icacy  of each 

counterm easure of the deploy ed security  strateg y  with respect to considered v ulnerability  

categ ories. E f fectiv eness m atrix of table 5.2 that link s between v ulnerability  categ ories and 

operational controls is defined for this aim . It is inv olv ed in assessing  the ov erall effectiv eness 
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of current or planned security  strateg y  with respect to selected controls and supported 

v ulnerabilities.  

In our risk  m odel, controls ef fectiv eness estim ation tak es account of: 

SSi,0 : set of dedicated or shared security  controls associated with the asset ai,  ai ∈ A 

and SSi,0 ={sl, sl ∈SC} 

Vi : set of v ulnerabilities supported by  ai, that can be structured into ni,r different 

categ ories based on exploit objectiv e, with respect to those initially  considered 

T he effectiv eness of deploy ed controls, Zi,0, is expressed as follows: 
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where 
r,i

π represents the expected failure rate of deploy ed security  strateg y  associated with 

the asset ai reg arding  its v ulnerabilities of categ ory  r
V . T his rate is estim ated, as discussed in 

section §5.3.6 using  (5.7), by  considering  the sing le rem ediation effect of each control sl of 

SSi,0 on g iv en v ulnerability  categ ory  as follows: 

( )∏ −=π

i
l

l

r,lr,i
e1  

where, li : the siz e of deploy ed counterm easure set, SSi,0, 

el,r: the expected sing le ef fectiv eness of control sl ag ainst supported v ulnerabilities of 

the categ ory  r
V  as determ ined by  table 5.2. 

 

5.4 .4  B a sic risk a ssessment 

T he basic risk  of an asset or a com puting  env ironm ent ev aluates its actual security  state with 

consideration of unm anag eable factors nam ely  internal and external threats. In this m odel, 

basic risk  of targ et asset ai is estim ated by  com bining  its exposure, Xi,q, v ulnerability  

param eter, Yi, and effectiv eness of current security  strateg y , Zi,0. T he three risk  param eters on 

which is based our m odel are approxim ated, as discussed in prev ious sections, using  

following  form ulas: 
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H owev er, the exposure param eter should be ev aluated with respect to Qi m ounted attack s on 

the targ et asset ai, determ ined by  the sequence Ti, within a g iv en tim e interv al: 

�
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q,iii
XQX 1    (5.20) 

T he basic risk  of an asset is estim ated by  a com bination of identif ied param eters as expressed 

below by :  
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W here (1-Zi,0) expresses the estim ated failure of deploy ed security  strateg y  of ai ag ainst 

detected threats. T he ov erall basic risk  of the com puting  env ironm ent that has Nt targ eted 

assets, { }
tNit

aaaAA ,...,,...,1=⊃ ,  by  dif ferent attack s is estim ated by :  
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T he assessed basic risk  of  the m onitored com puting  env ironm ent is then considered by  the 

treatm ent com ponent of the proposed risk  m anag em ent m odel. T reatm ent option selection and 

im plem entation are the m ain issues addressed by  this second com ponent as discussed in the 

following  section. 

5.5 Risk trea tment 

T he risk  m anag em ent process is based m ainly  on two com ponents. T he risk  assessm ent 

com ponent focuses on analy sis and ev aluation of risk s inf licted by  different threats. It 

identif ies risk  elem ents and determ ines their v ariables to be considered in the ev aluation step. 

T he risk  treatm ent com ponent instead is concerned with post-ev aluation steps. It addresses 

two m ain steps of treatm ent option selection and im plem entation [175], [325]. 
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T he risk  treatm ent com ponent of  the proposed m anag em ent process im poses risk  

prioritiz ation before im plem enting  the selected treatm ent option. S uch step is required to 

g uide the m itig ation process and choose appropriate treatm ent activ ities to the identif ied risk s. 

P riorities can be determ ined by  the org aniz ation’s m anag ers and decision m ak ers or m erely  by  

rank ing  ev aluated risk s. O ther techniques such those discussed later in this section are useful 

in prioritiz ing  risk s of the com puting  env ironm ent. 

R isk s priorities and other factors such as expected inv estm ent costs and benefits are included 

in deciding  which treatm ent option will be selected and im plem ented. R isk  m itig ation is 

possibly  achiev ed by  adopting  dif ferent options including  av oidance, transfer, retention or 

reduction. A v oidance option is selected when treated risk  is excessiv ely  hig h and 

im plem entation costs of  other options exceed their benefits. It im poses the elim ination of  risk  

causes or consequences or both [325]. R isk  transference option ensures transfer of losses to 

other org aniz ations, outsourcing  com panies or insurance ag encies, which are capable to 

m anag e and reduce risk s to m eet an acceptable lev el (acceptance criterion). R isk s are retained 

if their dam ag e costs are m anag eable and do not exceed tolerated risk  lev el of the org aniz ation. 

R eduction option inv olv es the selection of appropriate m anag erial, operational and/or 

technical controls to reduce assessed risk  and ensure its acceptance reg arding  the tolerance 

lev el of the concerned org aniz ation [80], [175]. 

In our work , risk  treatm ent solely  focuses on reduction option. T he proposed risk  m itig ation 

process is capable to determ ine optim al security  strateg ies to defend ag ainst detected attack s 

with respect to the tolerated risk  lev el and av ailable security  budg et of the org aniz ation. T he 

selected security  strateg ies consist of com binations of  security  controls. T hey  are ef fectiv e in 

im peding  supported v ulnerabilities exploit by  m ounted attack s. S elected security  controls of 

these com binations are identif ied am ong  those recom m ended by  security  experts with respect 

to security  policy  specification and the appendix A  of the IS O  27001 [173]. R ecom m ended 

subsets of  counterm easures are sav ed by  the idrs k nowledg e base. T hey  concern different 

attack  classes considered by  our idrs fram ework . 

O ur m itig ation process determ ined cost effectiv e control com binations, based on 

recom m ended subsets. In prev ious work s, m itig ation processes identif y  appropriate security  

solutions in term s of  residual risk  [219], [229]. B ut if  two or m ore security  strateg ies hav e the 

sam e reduction effect on current risk , they  will be identically  rated according  the sing le 

decision criterion used in [229]. T he proposed risk  m itig ation process presents a ref ined 

solution to such problem . It includes another decision criterion, the security  inv estm ent cost, 
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in its optim iz ation function, in addition to that com m only  considered. T hus, it sif ts candidate 

security  strateg ies to identif y  the best one that m eets both decision criteria. F urtherm ore, 

identif ied security  strateg ies m inim iz e risk  cost that concerns both residual risk  and 

inv estm ent cost. In this step, other criteria that concern conflict and com patibility  between 

controls can be considered to thoroug hly  identif y  appropriate com binations.  

T he cost effectiv e control com bination, presented by  our increm ental and iterativ e m itig ation 

process, is identif ied by  m inim iz ing  both residual risk  and security  inv estm ent cost. T he 

residual risk  of the com puting  env ironm ent corresponds to the unm itig ated fraction of 

assessed risk  by  selected security  strateg y . It is estim ated rely ing  on the basic risk  of the 

com puting  env ironm ent, R
B
, and potentially  deploy ed security  strateg y  on it, SSk. I t is 

assessed using  the following  form ula: 
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)SSR(R
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   (5.23) 

W here Zk corresponds to the estim ated effectiv eness of the security  strateg y  SSk in protecting  

ag ainst exploit of v ulnerabilities supported by  v ictim  assets in the set At. I t is estim ated by  the 

m ean ef fectiv eness ov erall targ et assets of At using :  
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where 
k,i

SS
π is an estim ation of the failure rate of the security  strateg y  SSi,k⊂ SSk in defending  

ag ainst attack s targ eting  any  of  supported v ulnerabilities of the asset ai∈At. I t is determ ined 

based upon identified categ ories of ai’s v ulnerabilities and elem entary  ef fectiv eness of  

controls in SSi,k, as presented abov e in section §5.3.6  

S ecurity  inv estm ent cost, to m itig ate current risk  experienced by  assets of the com puting  

env ironm ent, corresponds to the cum ulativ e expected costs of  acquiring , installing  and 

m aintaining  selected security  controls. It is estim ated using  g lobal expected costs of 

counterm easures of SSk, com posed by  Lk safeg uards, as follows: 
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W here δ(sl) is the expected cost of the security  control sl of  SSk. 
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T he proposed process is based on the following  optim iz ation function to identif y  optim al 

control com binations: 

k

R

kk

B
RSSR ω+=Ψ ),(M inim iz e  

 

S ubject to: 

1) τ≤
R

k
R  

2) β≤ω
k

 

W here τ  and β are respectiv ely  the tolerated risk  of the targ et com puting  env ironm ent and 

the allocated security  budg et to secure it. 

O ur risk  treatm ent process prioritiz es risk s, and consequently  targ et assets, before desig ning  

candidate security  strateg ies. It is based on prioritiz ing  factor that rank s risk s by  jointly  

considering  the targ et asset criticality  and its dam ag e deg ree. S uch factor is useful in 

identif y ing  the m ost serious risk  to be im m ediately  addressed. T hese risk s are g enerally  

experienced by  the m ost critical assets which are serv ed in the f irst line by  this process. S uch 

aspect rem ains unreachable if  using  other A L E  based risk  m anag em ent m ethodolog ies, ev en if 

supported by  autom ated tools. T hese m ethodolog ies lack  required f lexibility  to ensure a clear 

discrim ination between catastrophic and m anag eable risk s which is extrem ely  im portant in 

m itig ation step as discussed in section §5.3.4 and stated in [365]. M oreov er, priority  factor 

integ rated in this m itig ation process ensures treatm ent of all other preponderant risk s before 

less sig nif icant ones. 

R ather risk s prioritiz ation, our proposed treatm ent process tak es account of g lobal constraints. 

T hese constraints concern reached risk  cost due to the desig ned security  strateg y . O n one hand, 

they  ensure low residual risk  that shouldn’t exceed the prespecif ied tolerance lev el, τ . O n the 

other hand, they  im pose acceptance of selected controls cum ulativ e costs with respect to the 

allocated security  budg et, β. T he proposed treatm ent process im poses different tolerance 

lev els respectiv ely  to assessed risk s with respect to targ et assets. E ach asset considered by  the 

process is assig ned with a tolerated risk  lev el that ref lects its im portance, within the 

com puting  env ironm ent, and security  needs. D eterm ined tolerance lev els are inv ersely  

proportional to com puted priorities, such that, the m ost critical and dam ag ed asset is 

associated with the lowest acceptance lev el. S uch constraint is im posed in our m itig ation 

process for m any  reasons. It ensures the m axim um  security  to hig hly  critical and dam ag ed 

assets by  increm entally  desig ned security  solution. M oreov er, it allows the dev elopm ent of 

context dependent security  strateg y  that serv es serious risk s in the f irst rank . A dditionally , it 
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g radually  treats low priority  dam ag es to ov ercom e the ov erall risk  of the com puting  

env ironm ent and m eet security  budg et criterion.  

T he proposed m itig ation process is increm ental and iterativ e. E ach increm ent is concerned 

with the security  requirem ents of a sing le asset; whereas, an iteration corresponds to a sing le 

execution of the optim iz ation process. A n increm ent treats security  risk  experienced by  the 

considered asset with respect to its priority  factor and security  strateg ies of prev ious 

increm ents. H ig h priority  risk s are m itig ated f irst with consideration of low tolerance lev els to 

sim ultaneously  ensure m axim um  risk  reduction and g lobal constraint satisfaction. T heir 

rem ediation security  strateg ies, if  applicable, are im posed on low priority  dam ag es. W ithin 

each increm ent, m ultiple iterations of  the optim iz ation process can be perform ed depending  

upon identif ied candidate security  strateg ies, their costs and residual risk s. Iterations of an 

increm ent focus on relaxations of tolerated risk  constraint. D if ferent tolerance lev els below 

the ov erall acceptable risk  are considered. G radual check ing  of different tolerance lev els by  

increm ent’s iterations ensures thoroug h sweep across candidate solution space and increases 

the chance to m eet g lobal acceptance criteria, residual risk  and security  inv estm ent constraints. 

H owev er, the collectiv e failure of iterations, when m itig ating  hig h priority  risk s, m eans that 

no feasible security  strateg y  exists, reg arding  the recom m ended control set. T hen, risk s of  the 

com puting  env ironm ent are irreducible to the im posed acceptable lev el using  the av ailable 

security  budg et. In this situation, ev en the treatm ent of low priority  risk s has no chance to 

satisf y  im posed constraints and preserv e v ital business functions of the org aniz ation because 

serious dam ag es are lef t unm itig ated. T he m ain steps of the proposed risk  reduction process 

and their associated activ ities are sum m ariz ed by  fig ure 5.6. 

A s depicted by  the diag ram  of f ig ure 5.6, the risk  m itig ation process consists of three m ain 

com posite activ ities of initializ ation, increm ent risk  treatm ent and security  strateg y  ev aluation 

and selection. T he initializ ation activ ity  focuses on prioritiz ing  risk s and determ ining  

tolerance lev els. It tak es account of assets in At, targ eted by  detected attack s.  E ach asset, ai∈ 

At, is associated with a basic risk  and criticality  respectiv ely  B

i
R  and cri. In order to set up a 

g lobal rank ing  of  risk s to be followed by  the treatm ent process, risk  priority  factor, pfi, is 

ev aluated based on incurred dam ag e am plitude and criticality  of the targ et asset, ai∈ At, as 

follows:  
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F ig ure 5.6 :   Risk reduction process 

D eterm ined priorities will serv e to identif y  risk s to be addressed at f irst rank s by  the risk  

reduction process. T o each prioritiz ed risk  is associated a tolerance lev el ev aluated as follows:  
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 W here, τ  is the tolerated risk  lev el of the m onitored com puting  env ironm ent and νi is the 

tolerance lev el associated to the basic risk  B

i
R of the asset ai.  

A ccording  to this, hig h priority  risk s are associated with low tolerance lev els in order to 

ensure the selection of appropriate security  strateg ies that rem ark ably  reduce reached risk  

lev el and m eet requirem ents of  the treatm ent prog ram . D if ferent activ ities of  the initializ ation 

step of the risk  reduction process are depicted in f ig ure 5.7. 
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F ig ure 5.7 :   Risk reduction process initia liz a tion 

P rioritiz ed risk s and their tolerance lev els are then inv olv ed in the increm ental and iterativ e 

risk  reduction step of the process. In each increm ent, the reduction activ ity  tak es account of a 

sing le risk  lev el. T he initial increm ent treats the m ost serious risk  associated with the hig hest 

priority , determ ined by  B

inc
R , the cum ulativ e basic risk  until current increm ent inc. T he other 

increm ents instead focus on hig h priority  risk s am ong  those rem aining  unm itig ated. R elaxed 

tolerance lev el, 
inc

τ , is iterativ ely  determ ined for each increm ent with respect to τ . T he m ain 

activ ities of  increm ent risk  m itig ation are presented in f ig ure 5.8. 
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F ig ure 5.8 :   Increment risk trea tment process 

T he m ost serious risk  associated with hig hly  critical asset or hig h dam ag e cost or both is 

m itig ated by  the f irst increm ent of the proposed process. A s illustrated by  the diag ram  in 

f ig ure 5.9, within this increm ent, a sing le iteration of the treatm ent prog ram  is perform ed with 

respect to determ ined tolerance lev el. W hen sing le or m ultiple control com binations are 

identif ied in this iteration, Sinc, as appropriate to treat the increm ent’s risk , they  are appended 

to the set of candidate security  strateg ies, S.  In the other case, the tolerance lev el associated 

with the initial increm ent, 
inc

τ , is relaxed by  considering  those of less prioritiz ed risk s. 

A nother iteration of the treatm ent prog ram  is carried each tim e the tolerance lev el of the 

initial increm ent is rev ised. If  current iteration identif ies a solution then corresponding  control 

com binations are included in S , as in the first alternativ e. H owev er, when rev ised tolerance 

lev el reaches τ  and the corresponding  iteration returns no solution, the treatm ent process is 

interrupted sig naling  that ef fectiv e security  strateg ies to the m itig ation problem  are 

unreachable with respect to current setting s,  recom m ended controls and im posed constraints. 

D if ferent discussed activ ities of initial increm ent risk  m itig ation process are sum m ariz ed in 

f ig ure 5.9.  
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F ig ure 5.9 :   Initia l increment risk trea tment 

N ext increm ents of the treatm ent process concern risk s associated with hig her priority  factors 

of those rem aining . In each increm ent, ef ficacies of candidate control com binations in S are 

ev aluated with consideration of the added increm ent’s risk  and rev ised tolerance lev el 

respectiv ely  B

inc
R and 

inc
τ . If  all tested com binations of S ef fectiv ely  reduce cum ulativ e risk s, 

ov er all carried increm ents, to the f ixed tolerance lev el, the current increm ent is interrupted 

and another one is initiated. O therwise, com binations incapable to reduce cum ulativ e risk s, 

ov er treated increm ents including  the current one, to the f ixed tolerance lev el are assig ned to 

N

inc
S , the set of ineffectiv e candidate com binations. F or each com bination CCinc,k ⊂ N

inc
S , a 

sing le iteration of the risk  treatm ent prog ram  is perform ed with respect to the rev ised 

tolerance lev el, non treated risk  and rem aining  security  budg et. D eterm ined candidate 

com binations in Sinc by  the current iteration and the considered ineffectiv e candidate CCinc,k 

will produce new security  strateg ies that appropriately  m itig ate reached risk . In the case of an 

em pty  set, Sinc, additional iterations of the treatm ent prog ram  are required after rev ising , each 
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tim e, the corresponding  tolerance lev el with consideration of unm itig ated risk s. F or these 

iterations, subsets of  recom m ended controls are also rev ised depending  on inv olv ed 

ineffectiv e candidates.  

D esig ned control com binations in the current increm ent, by  boosting  those prev iously  

inef fectiv e, are reinserted in S.  H owev er, if no control com bination is identif ied in this 

increm ent, then all ineffectiv e candidates are elim inated from  S. D epending  on av ailable 

candidate strateg ies in S, the decision to perform  new increm ents or interrupt the m itig ation 

process is tak en. M ain activ ities of the treatm ent process that concern m itig ation of risk s 

associated with rem aining  increm ents are depicted in f ig ure 5.10. 

In the case where appropriate control com binations are identif ied in Sinc, af ter perform ed 

iterations of the treatm ent process, they  are inv olv ed in updating  ineffectiv e com bination, 

CCinc,k.. T he updated control com bination is then reinserted in the set of candidates S and its 

tolerance lev el is sav ed. H owev er, if no update is av ailable to boost ef fectiv eness of CCinc,k and 

m eet requirem ents of the current increm ent, then this candidate com bination is elim inated from  S.  
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F ig ure 5.10 :  Rema ining  increments risks trea tment process 

 

A f ter m itig ation of prioritiz ed risk s of the com puting  env ironm ent, m ultiple control 

com binations, SSk ⊂ S, are candidates to be deploy ed. T o select the m ost appropriate control 

com bination, residual risk  of each candidate in S, R

k
R , is ev aluated. T hen, the trade-off 

between risk  reduction and cost of each control com bination SSk is ev aluated using  the return 

on security  inv estm ent ratio, RO SIk, as follows: 
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T he return on security  inv estm ent ratio, RO SIk, assesses the g lobal effectiv eness of a 

candidate security  strateg y  depending  on its cost.  S uch ratio g uides the selection of cost-

effectiv e security  strateg y  for m itig ating  currently  reached risk  lev el. T he m ost appropriate 
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security  strateg y  of  S, SS
*
⊂ S, ensures the hig hest return ratio. D if ferent activ ities of  the 

security  strateg y  selection process are presented by  the activ ity  diag ram  in f ig ure 5.11.  

 

F ig ure 5.11:  Security  stra teg y  selection process 

 

T he optim al control com bination identif ied by  the proposed risk  m itig ation process is then 

presented to the S S O . A dditional inform ation m ay  be prov ided to the S S O  including  current 

security  state report and deploy m ent steps of  included controls. F urther im prov em ents m ay  be 

also added to desig ned response com ponent to autom atically  deploy  technical controls and 

assist the S S O  in installing  other m anag erial and operational counterm easures.  

5.6  Conclusion  

T he desig ned risk  m odel with respect to standards [149], [175] and [325], and 

recom m endations of security  g uidelines, IS O -27001, was detailed in this chapter. C om pared 

to existing  g eneric m odels of A L E  and N I S T  m ethodolog ies, it tak es account of additional 

com ponents, such as v ulnerabilities and security  controls com ponents, in identif y ing  

param eters and assessing  risk s of the com puting  env ironm ent. F urtherm ore, it is structured 

into two parts as recom m ended by  the IS O -27005. T his is extrem ely  useful and appropriately  

supports the risk  driv en response process of post-detection com ponent in our idrs fram ework . 

T he m ain process of the proposed response com ponent consists of two sub-processes of risk  
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assessm ent and risk  treatm ent. O n one hand, risk  assessm ent process identifies and determ ines 

considered risk  elem ents and then estim ates the current risk  lev el of the com puting  

env ironm ent. O n the other hand, the risk  treatm ent process aim s at m itig ating  risk s rely ing  on 

its m inim iz ation prog ram  that focuses on risk  cost. S elected security  control com bination 

throug h resolv ing  associated m inim iz ation problem , in this step, reduces both of dam ag e and 

security  inv estm ent costs  

O ur proposed risk  m odel includes different param eters neg lected or partially  considered by  

the m ajority  of risk  assessm ent m ethodolog ies but are extrem ely  useful in this context such as 

the sev erity  of v ulnerabilities and the effectiv eness controls. M oreov er, it is well suited for 

m ultistag e attack s that are m erely  treated by  our m odel without any  additional m odification 

thank s to the v ulnerabilities sev erity  param eter. F urtherm ore, it is a g eneraliz ation of existing  

inform ation security  risk  m odels due to explicitly  included com ponents. A dditionally , the 

sing le norm aliz ed quantitativ e m odel of A L E  is also one of the special cases of the proposed 

m odel. H owev er, the proposed risk  m odel requires an extended k nowledg e base that concerns 

included risk  param eters to ensure useful and realistic estim ation of the current risk  of an 

org aniz ation. T hus, enhancing  idrs k nowledg e base using  an incident database is 

recom m ended, for this m odel, because the latter com bines all required inform ation on attack s 

and possible counterm easures. B ut, the m ajority  of existing  org aniz ations neither dispose of 

incident databases nor publish their security  incidents. E v en thoug h incident databases are 

av ailable for som e org aniz ations, they  are triv ially  m anag ed and m aintained. H owev er, as 

recom m ended by  N I S T , incident database is not only  useful for the org aniz ation m icro-

env ironm ent but also for the m acro-env ironm ent because it m ak es easier com m unication of 

security  risk s and participates in standardiz ing  the m eans to com bat them . F urther prom ising  

extensions of desig ned risk  driv en response com ponent m ay  focus on the inv olv em ent of 

incident databases and the integ ration of created k nowledg e in dif ferent steps of the response 

process. 
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CONCLUSION AND FUTURE WORK 

1 Conclusion 

T h is th esis proposes an adaptiv e risk driv en idrs framework. It mainly  focuses on modeling  

adaptiv e detection and risk driv en response components of th e idrs framework respectiv ely  in 

ch apters 4 and 5. B efore th ese, th e ch apter 1 of  th is work introduces th e foundations of 

information security  domain. It mainly  concerns dif ferent serv ices and mech anisms of 

information security  and attack taxonomies. A dditionally , th is ch apter focuses on intrusion 

detection and response sy stems. It presents also th eir g eneric arch itecture, processing  steps, 

classif ications and normaliz ation activ ities.   

T h e ch apter 2 rev iews prev ious intrusion detection works and th eir proposed detection and 

response components. S urv ey ed analy sis and detection components rely  mainly  on superv ised 

or unsuperv ised learning  tech niques or both . T h eir desig n and implementation approach es and 

test results are also discussed in th is ch apter. A dditionally , th e latter rev ises th e most widely  

known response taxonomy  and its passiv e and activ e classes. M oreov er, it summariz es sev eral 

processes and cost factors of different subclasses of  activ e response mech anisms. M ain 

problems of rev iewed analy sis and response mech anisms are also discussed in th is ch apter.  

K nown th e problems of existing  mech anisms, an adaptiv e risk driv en idrs framework was 

introduced in ch apter 3. It aims at ov ercoming  identif ied sh ortcoming s and founding  new 

requirements of  future idrs g eneration. C ritical requirements of th e proposed framework 

including  adaptiv e detection and risk based response are rev ised in th is ch apter. T h e latter 

presents also th e extended arch itecture of  th e framework and discusses usefulness of  th e 

added model g eneration and knowledg e base components. M oreov er, it introduces th e idrs life 

cy cle and explains its processing  steps. M ain processes of  th e f irst and last life cy cle steps th at 

respectiv ely  concern model g eneration and knowledg e base components are brief ly  illustrated 

in th is ch apter. 

A dditional steps of  th e life cy cle concern analy sis and response components of th e idrs 

framework. T h e ch apter 4 of  th is work focuses on th e adaptiv e analy sis and detection 

component. T h e latter takes account of  sev eral log  ty pes, some of  th em are rev iewed in th is 

ch apter. Its process includes th ree main steps of  selection, analy sis and fusion instead of 

sing le one, as commonly  encountered in existing  components. T h e selection step starts by  a 
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preliminary  security  analy sis of  current security  state of  th e monitored sy stem. T h en, it 

inv olv es an integ rated criterion and v arious selection meth ods to identif y  best combinations of  

detection models. T h e integ rated criterion and different steps of th e selection process are 

presented in detail in th is ch apter. T h e analy sis step formats next av ailable log  data examples 

and processes th em using  selected detection models. A f terward, outputs of  inv olv ed models 

are fused using  an ev idential meth od to determine th e combined decision on current security  

state.  A naly sis and fusion processes of  th e adaptiv e detection component and th eir steps are 

th oroug h ly  studied in th is ch apter. 

In th is work, th e ch apter 5 focuses on th e life cy cle step th at concerns real-time risk driv en 

response component. T h e latter relies on th e proposed risk manag ement model with  its two 

parts of  assessment and treatment. T h e assessment part concentrates on th e identif ication and 

determination of  risk parameters. T h en, it estimates identified parameters as well as th e basic 

risk of  th e monitored sy stem using  appropriate processes. Identif ied risk parameters, th eir 

determined v ariables and assessment process are detailed in th is ch apter.  T h e treatment part 

instead is specif ically  interested in mitig ating  assessed risks and reducing  th em to an 

acceptable lev el. T h e risk cost minimiz ation prog ram dev eloped to th is aim incrementally  

desig ns candidate combinations of  security  controls from th ose applicable. A f terwards, it 

determines th e most appropriate combination based on R O S I  criterion th at takes account of 

both  reduction effect and inv estment cost of  desig ned security  strateg ies. D if ferent processes 

of  th e treatment part including  security  strateg y  construction and selection are also presented 

in detail in th is ch apter. 

T h e last ch apter of th e th esis, ch apter 6, th oroug h ly  illustrates desig ned processes of th e 

adaptiv e analy sis and risk driv en response components. M oreov er, it g iv es a detailed 

comparison between th e prototy ped analy sis mech anism and K D D  winning  strateg y  in terms 

of  detection rates. A ll dev eloped examples and conducted tests of  th e ch apter are based on th e 

D A R P A  99 simulated env ironment and associated network traff ic datasets, preprocessed in 

th e K D D 99. In th is ch apter, sev eral log  ty pes and samples of  v ulnerabilities and security  

controls are considered. A dditionally , different processing  steps of  th e g eneration component 

are illustrated in order to build detection models and corresponding  profiles. T h e discussed 

examples in th is ch apter concern specif ically  th e detection and reaction ag ainst a D O S  attack 

instance. I llustrativ e examples of multimodel analy sis component take account of g enerated 

detection models and oth er inputs. T h ey  detail different computations performed respectiv ely  

in selection and fusion processes of th is component. P resented examples of  th e risk driv en 

response component rely  on sev eral assumptions th at mainly  concern th e targ et env ironment 
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and potential attacks. T h ey  illustrate different processing  steps of  th e assessment part 

including  risk parameters and basic risk estimation. A f terward, th ey  discuss main setting s of 

th e adopted g enetic tech nique to th e treatment part as well th e optimal security  strateg y  

determined by  mitig ation processes of th e response component.  

T h e proposed idrs framework in th is work ach iev es initially  f ixed objectiv es of  adaptiv e 

detection and risk driv en response. T o our knowledg e, it is one of  few works th at focus on 

modeling  complementarity  between detection and response components and proposing  

required processes to implement th is. A dditionally , it is useful to deal with  oth er intrusion 

detection and information security  problems. Indeed, adaptiv e analy sis and detection in th e 

idrs framework reduces log  processing  cost rely ing  on two means. O n one h and, th e 

preliminary  security  analy sis using  dif ferent ch ecking  steps identif ies an extended number of 

sy stem normal activ ities. In conducted experiment, more th an 60%  of  normal instances are 

recog niz ed at th is stag e of  th e analy sis and detection process. O n th e oth er h and, dy namically  

selected combinations ensure th at only  appropriate subsets instead of  all g enerated detection 

models are included in th e current analy sis task. M oreov er, div erse log  ty pes considered by  

our idrs framework allow different traces of  malicious and normal activ ities, and th us increase 

th e ch ance of  recog niz ing  th em ev en af ter slig h t ch ang es. T h is is extremely  useful for a h ost, 

network and application based ids. A daptiv e analy sis and detection is also appropriate for 

detecting  and defending  ag ainst distributed attacks. A dditionally , it can be easily  adapted to 

combine decisions of different passiv e or activ e ids and sy nch roniz e th eir reactions. 

R isk driv en reaction of  th e idrs framework introduces anoth er class of  activ e responses. It is 

relies on th e dev eloped quantitativ e risk model. T h e latter complies with  risk standards, such  

as IS O -27005, F I P S -65 and N I S T -39, and meets recommendations of  security  g uidelines. It 

consists of two main parts of respectiv ely  risk assessment and treatment as recommended in 

th e I S O -27005. T h e assessment part focuses on risk parameters identif ication and 

determination and basic risk estimation. It takes account of  commonly  considered parameters 

th at concern targ et assets and mounted attacks. A dditionally , it inv olv es v ulnerability  and 

countermeasure dependent parameters th at were implicitly  included in prev ious risk models. 

T h us, it is perceiv ed as a g eneraliz ation of th e A L E  based assessment meth odolog ies.  

T h e treatment part solely  focuses th e mitig ation option of  risk reduction. It dy namically  

rev ises deploy ed security  solutions. In addition, it takes adv antag e of  optimiz ation tech niques 

to implement th e mitig ation option and h ence reduce risk cost. T h e latter concerns both  

effectiv eness, ag ainst realiz ation of  exploits, and deploy ment cost of  selected security  
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controls. T h erefore, best security  strateg ies determined based on R O S I  criterion in th is part 

sh ould satisf y  acceptance lev els of respectiv ely  residual risk and inv estment cost.   

T h e proposed risk manag ement model can be considered as a well th oug h t out interpretation 

and implementation of  th e I S O -27005. It is suitable to desig n appropriate security  strateg ies 

ag ainst detected attacks. F urth ermore, it is extremely  useful to deal with  risk problems in 

different security  projects including  strateg ic security  plans and information security  

manag ement sy stems.  

T h e idrs framework introduced in th is work relies also on an expandable and well adapted 

arch itecture to th e requirements of  existing  and future idrs g enerations. M oreov er, th e life 

cy cle in th e framework explicitly  determines performed tasks of each  participating  

component.  T h e knowledg e base (K -boxes) and detection model g eneration (P -boxes) 

components th at extend classical idrs arch itecture are critical to th e adaptiv e analy sis as well 

cost effectiv e reaction. T h e K -boxes sav e updatable detection profiles, supported f laws and 

recommended security  controls respectiv ely  for log  ty pes, sy stem assets and attack classes. 

T h ey  prov ide idrs components with  required knowledg e to th eir processes. M oreov er, th ey  

may  be enh anced by  additional knowledg e about detection env ironments, security  best 

practices and g uidelines in order to reinforce cooperation between idrs and oth er sy stems. P -

boxes instead offer th e possibility  to g enerate new detection models and periodically  update 

existing  ones. F urth ermore, th ey  are inv olv ed in rev ising  knowledg e th at concerns detection 

models in K -boxes. T h ese new components introduced by  th e framework arch itecture and life 

cy cle are critical for adaptiv e detection and cost effectiv e response. F urth ermore, th ey  

emph asiz e commonly  neg lected idrs requirements of  detection model g eneration and security  

knowledg e manag ement. 

T h e prototy ped multimodel detection mech anism h as sh own promising  initial results as 

illustrated by  experiments of  different g roups of  ch apter 6. F or combinations including  two 

detection models, th e prototy ped detection eng ine outperforms K D D  winner. A s presented in 

table 6.32, it ensures a detection rate of  93.23% , instead of 92.71%  for th e K D D  winner. It is 

also suitable to recog niz e D O S , U 2R  and R 2L  attack instances better th an th e K D D  winner. 

C onducted experiments on combinations inv olv ing  th ree detection models as well present 

g ood results of  th e prototy ped detection mech anism. F or instance, preliminary  results in th e 

second and th ird experiment g roup using  combinations of th ree detection models sh ow th at 

th e adaptiv e analy sis mech anism is also capable to exceed 93%  of  detection. D if ferent 

experiments of  th e adaptiv e analy sis and detection mech anism prov e its usefulness and 

illustrate its improv ements specif ically  in recog niz ing  D O S  and rare attacks. 
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D etection results of carried experiments of th e adaptiv e analy sis mech anism, using  

combinations of  two or th ree detection models, can be also enh anced if data problems are 

resolv ed. O n one h and, data problems, as stated in [40], [57] , [381], concern confusing  data 

examples and low representation of  U 2R  and R 2L  classes in training  sets. T h e problem of low 

represented classes is specif ically  identif ied in experiments of  th e f irst g roup, as illustrated by  

reach ed detection results. A dditionally , confusing  instance problem is associated with  

experiments inv olv ing  th e initially  desig ned train sets, as presented in tables 6.25 and 6.26. 

Indeed, th ese data sets are reduced comparativ ely  th e wh ole K D D  train set. T h ey  include less 

th an 10%  of  th e orig inal D A R P A  set. T h e prototy ped multimodel detection mech anism using  

th ese training  sets is also tested with  an extended set of unknown attacks. T h us, it ensures low 

detection rates of normal and attack classes in th ese experiments.  

O n th e oth er h and, data problems are related to identif y ing  appropriate log  data ty pes th at 

better trace g iv en output class. In fact, normal or attack classes are better traced in some log  

ty pes th an oth ers. F or instance, detailed detection results by  log  ty pe of  th e prototy ped 

detection mech anism using  combinations of  two top ranked detection models selected rely ing  

on th eir accuracies of th e second experiment g roup, are depicted in table 7.1. 

Ta b le  7 .1: De ta ile d  d e t e ction r e sults of t h e  KDD w inne r  a nd  p r ototy p e d  d e t e ction e ng ine  

using  com b ina tions of  tw o d e t e ction m od e ls 

A naly sis and detection 

eng ines 

D etection results by  output class G lobal 

detection 

results  D O S  U 2R  R 2L  P robe N ormal 

K D D  winner 97.12% 13.16% 8.40% 83.32% 99.45% 92.71% 

L og  ty pe 

intrinsic 97.24% 19.74% 10.19% 65.00% 93.27% 91.45% 

traff ic 22.70% 3.51% 3.37% 2.47% 60.61% 28.79% 

content 0.00% 16.23% 7.76% 0.00% 60.62% 12.22% 

C ombined detection results 97.73% 18.42% 11.84% 65.55% 96.48% 92.53% 

 

A ccording  to th ese results, selected detection model combination of  th e intrinsic log  ty pe 

outperforms th ose of  oth er log  ty pes in detecting  normal and attacks instances. It 

appropriately  recog niz es instances of  th ese classes because th ey  are better traced on intrinsic 

th an on traff ic or content log  ty pes.  

A t th is lev el, selectiv e combination rules could be deduced. T h ey  are useful to improv e th e 

fusion process and boost th e detection performance of  th e adaptiv e analy sis component. 

F urth ermore, th ey  appropriately  traduce specificities of  included log  ty pes and selection 

meth ods. A n example of  selectiv e combination rule for discussed case is expressed as 

follows:  
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I f (first lev el com b ined decision of intrinsic log  is N orm al) th en (recom b ine intrinsic and 

content decisions only  at th e second fusion lev el) 

 

A dditional oth er rules are determined for experimented selection meth ods with  respect to 

considered log  ty pes and output classes. S uch  rules will implement selectiv e fusion in th e 

proposed process. M oreov er, th ey  will reduce th e set of  considered log  ty pes at th e 

combination step to two instead of all included log  ty pes. B y  apply ing  deduced selectiv e 

fusion rules, detection results of  th e multimodel detection component in table 7.1 are 

improv ed, as illustrated by  table 7.2. 

Ta b le  7 .2 : De ta ile d  d e t e ction r e sults of t h e  p r ototy p e d  d e t e ction e ng ine  using  tw o 

d e t e ction m od e l com b ina tions a nd  se le ction r ule s 

 

P erformance 

criteria 
S election meth od 

T esting  results by  class G lobal 

testing  

result D O S  U 2R  R 2L  P robe N ormal 

A C C  T op ranked 97.60% 15.35% 11.77% 76.38% 97.36% 92.74% 

 

S electiv e fusion rules h av e improv ed detection rates of  normal and P robe attack classes. T h ey  

h av e also boosted th e g lobal detection result of  th e adaptiv e analy sis component in 

comparison to th e K D D  winner. 

T ested prototy pe of  th e risk driv en response component is capable to reach  appropriate 

results. A s illustrated in ch apter 6, th e prototy ped risk mitig ation component is able to desig n 

optimal security  strateg ies th at reduce assessed risk to an acceptable lev el and preserv e 

security  budg et. H owev er, experiments of  th e prototy ped risk driv en response mech anism 

lack a suitable test env ironment and detailed results of  prev ious works. T h erefore, th e 

desig ned security  strateg ies in th ese experiments can’t be objectiv ely  compared to th ose of  

oth er works. A dditionally , absence of clear and common ev aluation criteria remains one of 

th e major drawbacks in comparing  th e proposed risk driv en response component to existing  

ones. M oreov er, response mech anisms require th oroug h  detection results to be more eff icient, 

in th at with in th e same class, different attacks of  same ty pe may  need div erse correctiv e 

actions. T h us, detailed information about detected attacks appropriately  g uides correctiv e 

action selection and increases ef fectiv eness of  desig ned response strateg y . A t th is lev el, a 

toolbox th at offers to th e S S O  multiple tech niques to resolv e risk mitig ation problem is 

extremely  practical, specif ically  wh en dealing  with  th e ph y sical constraints of  th e monitored 

env ironment (limited resource computing  env ironment). 
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D espite detailed experiments and th oroug h  presentations of  desig ned idrs components, th is 

work h as certain limitations. In fact, conducted experiments, in th is work, focus on a reduced 

subset of  detection tech niques. S pecif ic attention is also g iv en to traff ic log  ty pe in discussed 

illustrativ e examples. A dditional oth er detection tech niques and log  ty pes could be included in 

th is study . A s discussed in ch apter 3, tech niques including  clustering , g enetic alg orith m, fuz z y  

expert sy stem, ch i-square, weig h ted mov ing  av erag e and ev idential decision trees need 

th oroug h  studies to be inv olv ed in processing  steps of  idrs components [273], [417], [418]. 

M oreov er, h ost and application based log  ty pes, as stated in section § 4.3, and oth ers such  as 

routers, f irewalls and proxies log s may  be considered by  th e idrs framework. G reater 

inv estig ation effort is required to identif y  subsets of compatible log  ty pes th at meet th e 

requirement of  div erse tracing  of  reported ev ents, as imposed in th e idrs framework. 

H owev er, dif ferent aspects sh ould be worked out and additional processes sh ould be 

dev eloped wh en dealing  with  complex log  ty pes, ids alerts for instance. F urth ermore, 

conducted experiments sh ould include detailed illustrativ e examples th at concern different log  

ty pes and th eir preprocessing  steps in g enerating  detection models as well analy z ing  th e 

security  state of th e monitored sy stem. 

A lth oug h  improv ed idrs arch itecture was proposed in th is work, th e added components, 

namely , detection model g eneration and knowledg e base were brief ly  presented. T h erefore, 

detailed desig ns of th ese components of  th e idrs framework are required. P -boxes processes 

including  log  data preprocessing  and formatting , feature selection and detection model 

g eneration and updating  for considered log  ty pes need to be th oroug h ly  dev eloped and tested 

with  respect to considered detection tech niques. A dditionally , detailed definitions of  different 

steps of  detection profiles g eneration and rev ision processes sh ould be done for P -boxes. K -

boxes instead require well desig ned knowledg e manag ement processes as well an explicit 

rev ision policy . M oreov er, an appropriate representation of  detection, response and domain 

knowledg e is also an essential requirement of th is component. 

A dditionally , th e adaptiv e analy sis and risk driv en response components of  th e idrs 

framework may  be enh anced th roug h  resolv ed limitations of  th eir desig ned processes.  In th e 

adaptiv e detection component, selection, analy sis and fusion processes require additional 

rev isions in order to reinforce th eir decisions. T h e selection process of  th is component 

includes initially  th ree ch ecking  steps. F irst two steps focus on sy stem normal beh av ior, wh ile 

th e last one concerns different attack classes. D ecisions of  f irst steps about currently  

processed security  state are crucial to th e wh ole idrs process. T h ey  enormously  reduce 

processing  cost of  th e idrs if  normal security  states are correctly  recog niz ed. H owev er, th ey  
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may  cause damag e to th e monitored sy stem wh en normal and intrusiv e states are confused. 

T h erefore, th ese ch ecking  steps need to be reinforced by  oth ers to th oroug h ly  control log  data 

and ensure precise decisions. A dditionally , th e last ch ecking  step in th e selection process, 

wh ich  focuses on relev ant feature subsets of different attack classes, requires appropriate 

tech niques to determine reference v ectors and control interv als independently  to log  data 

problems. Indeed, th e sample mean tech nique adopted in th is work is sensitiv e to outliers. 

D etailed experiments sh ould be also conducted to test different rev isions of  ch ecking  steps 

and v alidate th eir reach ed results. 

R emaining  steps of  th e selection process focus respectiv ely  on th e ev aluation and ranking  of  

candidate detection models and identif ication of  best combinations of  th ese. T h ey  are based 

on scores of  candidate detection models. T h ese scores are expressed using  data and model 

dependent factors. H owev er, additional factors may  be useful to determine scores, depending  

on th e targ et env ironment. F or instance, computation and storag e loads are relev ant to 

detection model scores, specif ically  wh en dealing  with  adaptiv e analy sis in embedded 

sy stems. R anked subsets of  detection models based on ev aluated scores serv e next to identif y  

best combinations using  different meth ods. S elected combinations in th is work include a f ixed 

number of  detection models. B ut, v ariable siz e combinations may  be also appropriate to 

adaptiv e analy sis and detection mech anisms. D espite th e partial tests using  th e cov erag e 

constraint, detailed experimentations are required to objectiv ely  compare v ariable and f ixed 

siz e combinations in adaptiv e intrusion detection. A noth er alternativ e to implement th e 

selection process th at focuses on f iltering  and allows v ariable siz e combinations may  be also 

discussed and tested at th is lev el. M oreov er, a detailed comparison between f iltering  and score 

based selection is extremely  useful particularly  in th e case of  extended subsets of  detection 

models.  

In th e analy sis step of th e detection process, outputs of selected detection models are assumed 

at th e abstract lev el. H owev er, multiple detection models built using  div erse artif icial 

intellig ence and data mining  tech niques are considered by  th e analy sis and detection 

component. A dditionally , th ey  allow dif ferent outputs. T h erefore, in th e analy sis step, 

processes are required to unif y  representation of  selected detection models outputs. T h ey  

transform and format different outputs of  selected detection models as required by  th e fusion 

step of  th e detection process. A t th is lev el, different output ty pes can be considered and 

appropriate transformation processes to required representation by  th e fusion step can be 

dev eloped.  
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T h e last step of  th e detection process, namely  detection models decisions fusion, uses 

D enœ ux distance based approach  to ev aluate belief  of  detection models and combine th ese 

using  S mets’s conjunctiv e rule. A t th is lev el, sev eral extensions to th e fusion process, not 

included or experimented in th is work, may  be implemented. Initially , th e belief  ev aluation 

process proposed in th is work requires additional oth er to appropriately  estimate inv olv ed 

parameters including  normaliz ation factors and reliability  coeff icients. A lth oug h , th ese 

parameters are determined as recommended in [109], [431], adequate estimation processes 

th at take account of rev ised performances and updated learning  sets of  detection models are 

also v ery  interesting  to th e desig ned detection component. A fterward, th e proposed process to 

update learning  sets of  g enerated detection models was not included in conducted experiments 

of  ch apter 6. T h erefore, detailed tests of  th is process are useful to all steps of  th e multimodel 

detection process. T h ey  serv e to ev aluate and compare reach ed results using  updated and 

static learning  sets. F urth ermore, belief  ev aluation in th e proposed fusion process uses th e 

distance based approach  and assumes abstract outputs for all detection models. H owev er, 

different detection models may  allow probabilistic, fuz z y  or oth er output ty pes. T h us oth er 

belief  ev aluation approach es are applicable in th is step unless output unif y ing  processes 

discussed abov e are considered. In th is context, experimentation of oth er ev idential 

combination meth ods is also extremely  useful to our fusion process. In fact, conducted 

experiments inv olv ing  sev eral ev idential fusion rules will illustrate differences and 

similarities between th em in manag ing  conflicts, and h ence identif y  th e most appropriate one 

to th e intrusion detection f ield. A dditional oth er fusion meth ods including  fuz z y , probabilistic 

and meta-learning  sh ould be included to th e idrs framework. T h ey  y ield div erse adaptiv e 

analy sis and detection mech anisms. T h ey  are useful to conduct a th oroug h  comparison of 

capabilities of th ese mech anisms.  

R isk driv en response component desig ned in th is work supports also oth er insuff iciencies th at 

need to be addressed to determine well adapted post detection reactions and appropriately  

meet security  requirements of  th e monitored computing  env ironment. T h e proposed risk 

model for th is component includes sev eral dif ficult to estimate parameters. T h erefore, 

external entities such  as domain and security  experts are activ ely  inv olv ed in determining  

th ese risk parameters. F or instance, required security  serv ices, th eir importance factors and 

criticalities of  assets are parameters determined depending  upon org aniz ation’s mission, 

information owner decisions and domain and security  experts knowledg e. A dditional oth er 

parameters including  sev erity  coeff icients of  v ulnerability  classes and effectiv eness of 

security  controls are also estimated by  security  experts rely ing  on av ailable public or 
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proprietary  databases. A t th is lev el, anoth er tricky  problem linked to unpublish ed 

v ulnerabilities and h ow treating  th ese with in th e proposed risk model arise. It puts emph asis 

on th e dif ficulties of  assessing  risks of  th e computing  env ironment supporting  priv ate f laws 

known th at impact factors, sev erity  scores and possible remediation controls are not av ailable 

for th ese. E asing  such  problem requires furth er extensions th at concern not only  proposed risk 

model but also C V S S  sy stem and N V D B  database. O n one h and, an extension module sh ould 

be integ rated to C V S S  and N V D B  in order to assist th e S S O  in updating  and rev ising  database 

of  inh erited f laws of  th e monitored sy stem. O n th e oth er h and, required processing  steps of  

priv ate v ulnerabilities sh ould be considered to determine exposure, f laws sev erity  and 

controls effectiv eness parameters of th e risk model.  

T h e desig ned risk driv en response component may  take adv antag es of attacking  scenarios, 

incident databases and oth er optimiz ation tech niques to improv e risk assessment and 

treatment processes. A ttacking  scenarios are determined rely ing  on v ulnerability  g raph s. T h ey  

concern different g raph  path s th at represent potential sequences of  exploits to reach  attackers 

objectiv es. A ttacking  scenarios are extremely  useful to damag e assessment in th e proposed 

risk model. T h ey  may  ensure precise and more realistic estimations of  incurred damag es by  

targ et assets due to mounted attacks. B esides, th ey  may  be v ery  interesting  to th e multimodel 

detection component because th ey  offer required means to ch eck and predict implemented 

actions by  attackers.  

Incident databases are also useful for assessment and mitig ation processes of  th e proposed 

risk model. T h ey  prov ide required information about detected intrusions and exploited 

v ulnerabilities in order to conduct th oroug h  risk assessment and deriv e precise estimation of 

inf licted damag es to assets of th e monitored sy stem. M oreov er, th ey  allow detailed reports on 

deploy ed controls and th eir appropriateness in defending  ag ainst detected th reats. T h us, it is 

v ery  adv antag eous to include th em in identif y ing  and rev ising  applicable control sets of th e 

risk mitig ation prog ram. F urth ermore, th e latter was solely  based on g enetic alg orith ms. 

A dditional oth er optimiz ation tech niques including  tabu search  and simulated annealing  can 

be applied in resolv ing  risk cost prog ram. M ultiple criteria may  be also considered by  th e risk 

cost minimiz ation problem. S afeg uards applicability , incompatibility  and complementarity  are 

among  criteria to be included in identif y ing  control combinations and selecting  th e most 

appropriate of  th ese to reduce assessed risks of  th e monitored sy stem to an acceptable lev el. 

A t th is lev el, a detailed study  of  th e risk mitig ation prog ram and adopted tech nique is required 

because illustrated example is limited to th e simple case of  a sy stem asset targ et by  a D O S  

attack. I llustrativ e examples of  complex cases including  sev eral th reats targ eting  multiple 
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assets are extremely  useful for elucidating  h ow desig ned processes perform. A dditionally , a 

th oroug h  study  of  desig ned mitig ation and adaptiv e analy sis and detection processes 

performances, computation time and complexity , is needed to ev aluate th e corresponding  

components as well adapt th ese to th eir deploy ment env ironments.  

2  Futur e  w or k  

T h is work h as presented and detailed different solutions to some of  ch alleng ing  problems of  

existing  and future idrs g enerations. A lth oug h  proposed solutions h av e been focused both  on 

arch itecture and operating  steps of idrs sy stems, th ey  require additional extensions to better 

meet requirements of  new idrs g eneration. Initial enh ancements are interested in expanding  

th e proposed idrs framework to include oth er detection tech niques and fusion meth ods, as 

discussed abov e. F urth er rev isions of  desig ned processes are also required due to appended 

tech niques. M oreov er, potential improv ements of  th is work concern th ree main axes th at 

address to analy sis and detection component, response component and sy nch roniz ation 

between th ese. A naly sis and detection component enh ancements specif ically  concentrate on 

unknown attack detection. R esponse component potential extensions focus on desig ned risk 

model and proposed mitig ation prog ram. A dditional improv ements of  both  detection and 

response components concern attack stag es prediction and proactiv e reaction. 

In th is work, th e prototy ped multimodel analy sis and detection component is able to recog niz e 

a reduced subset of  unknown attack instances rely ing  on selected detection models. D etection 

models, in turn, fail to correctly  detect unseen attacks instances. A lth oug h , th ey  assig n true 

labels to some of th ese instances, th eir assessed beliefs are nearly  null. T h us, th eir false 

positiv e rates are increased, and h ence th e combined detection model. S uch  situation is 

commonly  encountered due to two main reasons. O n one h and, treated instances of  attack 

ty pes are not included in th e D A R P A  training  set and learning  sets of selected detection 

models. O n th e oth er h and, th e desig ned analy sis and detection component assumes th e closed 

world h y poth esis th at th e frame of discernment is exh austiv e and cov ers all output labels of 

treated data instances. T h is assumption may  be confirmed wh en dealing  with  low g ranularity  

lev el such  th at in th e proposed detection component th at focuses on f iv e output labels. 

H owev er, in th e case of  increased g ranularity , th e assumption is inv alid because th e frame of 

discernment does not cov er all attack labels, except th ose inv olv ed in g enerating  detection 

models. T h erefore, th e open world assumption may  be useful to cope with  th e unknown attack 

detection problem in our idrs framework. It supposes th at some labels of  treated data instances 

are cov ered by  h y poth eses of  th e frame of  discernment but not oth ers. U ncov ered labels 
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concern unknown attack instances and may  be represented by  a specif ic h y poth esis of  th e 

extended frame as discussed in [360]. A dditionally , th e open world h y poth esis with  increased 

attack class g ranularity  sh ould be considered at different steps of  th e intrusion detection 

process including  detection model g eneration and decision fusion. M oreov er, detailed 

experiments are required to compare results of  th e adaptiv e analy sis and detection mech anism 

under open and closed world h y poth eses. 

T h e risk driv en response component in th is work may  be also extended depending  on new 

requirements of  idrs sy stems and th eir env ironments. T h ese extensions mainly  concern loss 

estimation, cooperation reinforcement and real-time response. In th e proposed risk model, 

loss estimation may  be improv ed if  additional information about inv olv ed parameters and 

h istorical database on mounted attacks is av ailable. Incident databases and v ulnerability  

g raph s are extremely  useful to th e desig ned risk driv en response component. Incident 

databases allow required h istorical data on detected attacks and implemented responses. T h ey  

ensure precise estimations of  attacks likelih oods based on av ailable prior knowledg e. 

F urth ermore, th ey  are appropriate to dy namically  desig n and assess security  strateg ies rely ing  

on h istory  of  implemented response. V ulnerability  g raph s are also useful to our risk driv en 

response component. T h ey  determine, based on supported f laws, sequences of  potential 

exploits to reach  attackers’ objectiv es. T h ese sequences are required to better estimate v ictim 

impact, f laws sev erity  and controls effectiv eness parameters. In fact, th e identif ication of  th e 

most probable path  followed by  an attacker to reach  a f ixed objectiv e allows better 

estimations of  v ictim impacts because th e targ et f laws subset is inv olv ed, instead of  th e wh ole 

set. In addition, oth er path s of  th e g raph  determine potential th reats to th e v ictim due to 

currently  detected attack, and th us th ey  are useful to objectiv ely  estimate v ulnerabilities 

sev erity  factor of  th e risk model. F urth ermore, v ulnerability  subsets of attacking  scenarios are 

also required to conduct a detailed assessment of deploy ed security  control eff icacy . 

R einforcing  cooperation between idrs and oth er manag ement sy stems is also a promising  

future research  direction in th is f ield. It merely  aims at enh ancing  th e security  of  th e 

monitored computing  env ironment th roug h  cooperation and interaction between different 

sy stems. F or instance, asset manag ement sy stem (A M S )  th at keeps h istory  of  existing  assets 

is v ery  useful to th e risk driv en response component. It may  prov ide th is component with  up-

to-date information to ensure realistic estimates of  asset v alues and th e exposure of  th e 

monitored sy stem. M oreov er, it is extremely  useful to identif y  appropriate deploy ment 

locations of  security  controls. Information security  manag ement sy stem (IS M S )  instead assists 

th e S S O  in th e deploy ment of  selected controls. B efore th at, it can be inv olv ed in 
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sy nch roniz ing  between risk driv en response mech anism and oth er security  sy stems in order to 

desig n a defense strateg y  th at reinforces th e g lobal security  of  th e monitored computing  

env ironment. A M S  and IS M S  are also required in updating  knowledg e respectiv ely  about 

supported v ulnerabilities and security  controls reg arding  th e security  policies, best practices, 

g uidelines, standards and reg ulations. 

T h e risk treatment prog ram proposed in th is work also needs g reater improv ement effort to 

meet security  and performance requirements of  increasing ly  ev olv ing  computing  

env ironments. Indeed, in g rid, cloud and h ig h  performance computing  env ironments, th e 

implemented v ersion of  th e risk mitig ation prog ram may  be ineffectiv e due to new 

constraints. T h us, an adapted implementation of  th is prog ram th at does not affect performance 

and resource av ailability  in th ese env ironments is required. A dditionally , it sh ould ensure 

real-time response ag ainst mounted attacks, as imposed by  th e idrs life cy cle. A  sy stem model 

th at presents resources of  th e computing  env ironment and dependencies between th ese may  

be also considered by  th is v ersion of  th e mitig ation prog ram. It serv es to illustrate effects of 

desig ned and deploy ed security  strateg ies on sy stem resources. M oreov er, additional 

constraints th at concern controls, assets and th e targ et computing  env ironment may  be 

inv olv ed in th e improv ed v ersion of th e mitig ation prog ram.  

In th is work, ev ent sequence of  an attack is considered by  th e detection mech anism as a sing le 

block th at allows an intruder to reach  a f ixed objectiv e. M oreov er, defense actions ag ainst 

th ese intrusiv e ev ents are implemented all tog eth er, just af ter th e detection moment. S uch  

detection and response strateg ies are commonly  adopted. A s such , a promising  idea th at 

focuses on attack stag es detection and proactiv e responses may  considerably  enh ances 

capabilities of  desig ned detection and response components as well idrs sy stems of  future 

g enerations.  

Indeed, intrusiv e actions of  an attacker may  be structured into dif ferent stag es th at 

ch aracteriz e prog ress lev els of  th e mounted attack. E ach  of  th ese stag es is also determined by  

different states identif ied with  th e assistance of  security  experts and depending  upon 

considered log  ty pes and selected detection tech niques. D etection models are initially  trained 

to recog niz e th ese states. T h en, th e analy sis mech anism selects detection models to predict 

states and consequently  attack stag e. It next forwards information about detected attack stag e, 

its potential ty pe and prog ress lev el to th e response component. T h e latter ev aluates risk lev el 

of  th e monitored sy stem due to detected attack attempt with  respect to th e determined 

prog ress lev el. A f terward, it decides wh eth er to implement correctiv e actions or wait for 

additional pieces of  information reg arding  th e assessed risk lev el and prog ress lev el. In th e 
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former case, it desig ns and deploy s th e most appropriate security  strateg y  to defend ag ainst 

detected attempt or attack. H owev er, in th e latter case, it waits for additional information 

about true ty pe of th e predicted attack stag e and its prog ress lev el.  

E v en th oug h  attack stag es and proactiv e reactions are v ery  interesting  extensions to analy sis 

and response components, th ey  lead to sev eral desig ning  problems. O n one h and, many  issues 

th at concern th e analy sis and detection component including  preprocessing  tech niques, state 

representation and attack stag e prediction sh ould be addressed. O n th e oth er h and, response 

component problems th at mainly  focus on rev ision of  th e determined risk lev el and 

implementation decision sh ould be resolv ed. A dditional diff iculties are also encountered in 

g enerating  detection models, h owev er, attack stag e prediction and proactiv e response are v ery  

promising  research  topics and merit furth er th oroug h  explorations. 
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Appendix A 

Adaptive multimodel analysis process: steps pseudo code 

Preliminary security evaluation step 

 

 

 

 

 

 

 

Preliminary security evaluation step: Evaluation( Dt) 

Initialization:  

Dt ={ xt,j, j=1..J}collected and preprocessed log data at time t, 

DPj,Q+1: set of norm detection models(DPj,Q+1⊂DPj) of log type j, j=1,…,J, 

Ot: Set of outputs of selected norm detection models, each output oi,j is generated by 

Mi∈DMj,Q+1 when processing data example, xt,j ∈Dtj, oi,j∈{Normal, Anomalous}, 

SetQ+1 : set of selected norm detection models. 

Output: COt: combined decision of selected norm detection models over J log types 

Begin: Evaluation 

 While (∃ log type) 

Sort models of DMj,Q+1 based on their relative scores, j,isr  

Insert  top ranked model Mi to SetQ+1  

  Evaluate oi,j=Mi(xt,j)While(∃ j,iM ∈Setj,K+1) do 

  Update Ot by oi,j 

 Enddo  

  COt ← Combine(Ot)  

 

End Evaluation 

-Combine({dj}): aggregates decisions of different detection models over considered J 

log types.  
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Control of norm relevant features  

 

 

 

 

 

 

 

 

 

 

 

 

 

Norm relevant features control step:  FCP-1
st
 step(Dt) 

Initialization:  

Dt ={ xt,j, j=1..J}collected and preprocessed log data at time t, 

Uj,Q+1: subset of norm relevant features of category jF  that exhibit unacceptable 

changes, Uj,Q+1=∅, 

FNFt: set flagged norm relevant features subsets over all log types j=1..J, 
C

Q,jF 1+ : common relevant features to normal behavior over detection models based 

on jF , 

RFj,Q+1: reference vector of system expected behavior according C

Q,jF 1+ . 

 

Output : FNFt 

Begin: FCP-1
st
 step 

While(∃xt,j ∈ Dt) do 

  While (∃ f,l ∈ C

Q,jF 1+ ) do 

  If(¬verify(xt,j (l), RFj,Q+1(l))) 

   Insert flagged feature f,l to Uj,Q+1 

 Enddo 

 Update FNFt with Uj,Q+1  

Enddo 

End FCP-1
st
 step 

 

-Verify(x,y): verify whether x is within an interval centered on y. 
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Control of attack classes relevant features 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Attack classes relevant features control step: FCP-2
ed

 Step (xt,j,Uj,Q+1) 

Initialization:  

xt,j : preprocessed log data instance of type j at time t, 

Uj,Q+1: set flagged norm relevant features of log type j, 

Uj,q: subset of relevant features of category jF  that exhibit changes within control 

interval based on RFj,qof attack cq, Uj,q =∅,  
T
jU : set of flagged  feature subsets of category jF  over all attack classes in C,   

C

q,jF : common relevant features to attack class cq over detection models based on jF , 

RFj,q: reference vector of attack class cq  according C

q,jF . 

Uj: set of flagged abnormal features for log type j over all output classes cq∈C, 

q=1..Q+1.  

Output : Uj 

Begin: FCP-2
ed

 Step 

While (∃ cq ∈C/ q≤Q) do 

While (∃ fl ∈ C

q,jF ) do 

  If(verify(xt,j (l), RFj,q(l))) 

   Insert checked feature f,l to Uj,q 

Enddo 

Update T
jU with Uj,q 

 Enddo 

Determine Uj using Uj,Q+1 and T
jU  

End FCP-2
ed

 Step 
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Security analysis process 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Security analysis: security evaluation and feature control processes: E&C(Dt) 

 Initialization:  

Dt ={ xt,j, j=1..J}collected and preprocessed log data of J log types at time t 

Uj,Q+1: subset of norm relevant features of category jF  that exhibit unacceptable 

changes, Uj,Q+1=∅, 

FNFt: set flagged norm relevant features over all log types j=1..J, 

COt: combined output of selected norm detection models,  

FFSt: set of flagged feature subsets over all output classes and log data types 

  

Output : FFSt  

Begin: E&C 

 

COt �Evaluation(Dt) 

FNFt�FCP-1
st
 step(Dt)  

If(COt ≠ Normal ∨ FNFt ≠∅) 

 While (∃ log type) do 

  Determine Uj,Q+1, the j
th

 subset of FNFt set 

Uj�FCP-2ed step ( xt,j, Uj,Q+1) 

Update FFSt  by Uj 

Enddo 

End E&C  
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Base detection models evaluation, ranking and selection 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Base detection models evaluation, ranking and selection: Selection (DPj, Uj) 

Initialization: 

DPj,: subset of detection profiles of models generated using log type j, DPj={Pi, 

i=1..Ni,j}, where each profile corresponds to single detection model Mi, its 

selected feature set, Fi, relative score, sri,j, and other information,  Pi=<Mi, Fi, 

sri,j …> 

 Uj: set of flagged abnormal features for log type j, 

K: number of selected detection for each log type,  

CSj: set of candidate detection models to process current log data example of type j, 

CSj =∅ 

St,j: selected combination of detection models to process current preprocessed log data 

instance of type j.  

Output: St,j 

Begin: Selection 

While(∃ Pi∈ DPi) do  

Determine δi,j =Fi∩Uj 

If(δi,j≠∅) 

 Update CSj with Mi 

 Evaluate global score sgi,j of Mi 

enddo 

Sort detection models of CSj based on their sgi,j  

Insert  K top ranked detection models of CSj in St,j 

Update St with St,j 

End Selection 
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Appendix B 

Complete list of features of included log types 

Table B.1: Intrinsic log type features 

  

 

 

  

 

 

 

 

 

 

 

 

 

 

Index Feature name Description 

1 duration  
length (number of seconds) of the 

connection  

2 protocol_type  type of the protocol, e.g. tcp, udp, etc.  

3 service  
network service on the destination, e.g., 

http, telnet, etc.  

4 src_bytes  
number of data bytes from source to 

destination  

5 dst_bytes  
number of data bytes from destination to 

source  

6 flag  normal or error status of the connection  

7 land  
1 if connection is from/to the same 

host/port; 0 otherwise  

8 wrong_fragment  number of “wrong” fragments  

9 urgent  number of urgent packets  
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Table B.2: Content log type features 

 

 

 

 

 

Index  Feature name Description 

1 hot number of “hot” indicators 

2 num_failed_logins number of failed login attempts 

3 logged_in 1 if successfully logged in; 0 otherwise 

4 num_compromised number of “compromised” conditions 

5 root_shell 1 if root shell is obtained; 0 otherwise 

6 su_attempted 
1 if “su root” command attempted; 0 

otherwise 

7 num_root number of “root” accesses 

8 num_file_creations number of file creation operations 

9 num_shells number of shell prompts 

10 num_access_files 
number of operations on access control 

files 

11 num_outbound_cmds 
number of outbound commands in an ftp 

session 

12 is_hot_login 
1 if the login belongs to the “hot” list; 0 

otherwise 

13 is_guest_login 
1 if the login is a “guest” login; 0 

otherwise 
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Table B.3: Traffic log type features 

 

Index  Feature name Description 

1 count 
number of connections to the same host as the 

current connection in the past two seconds 

2 srv_count 
number of connections to the same service as the 

current connection in the past two seconds 

3 serror_rate 
Percentage of host connections that have “SYN” 

errors 

4 srv_serror_rate 
Percentage of service connections that have 

“SYN” errors 

5 rerror_rate 
Percentage of host connections that have “REJ” 

errors 

6 srv_rerror_rate 
Percentage of service connections that have “REJ” 

errors 

7 same_srv_rate Percentage of connections to the same service 

8 diff_srv_rate Percentage of connections to different services 

9 srv_diff_host_rate Percentage of connections to different hosts 

10 
dst_host_count 

 
Count of connections having same destination host 

11 dst_host_srv_count 
Count of connections having the same destination 

host and using same service 

12 
dst_host_same_srv

_rate 

Percentage of connections having the same 

destination host and using same service 

13 
dst_host_diff_srv_r

ate 
Percentage of different service on the current host 

14 
dst_host_same_src_

port_rate 

Percentage of connections to the current host 

having same src port 

15 
dst_host_srv_diff_h

ost_rate 

Percentage of connections to the same service 

coming form different hosts 

16 
dst_host_serror_rat

e 

Percentage of connections to the current host that 

have an S0 error 

17 
dst_host_srv_serror

_rate 

Percentage of connections to the current host and 

specified service that have an S0 error 

18 
dst_host_rerror_rat

e 

Percentage of connections to the current host that 

have an RST error 

19 
dst_host_srv_rerror

_rate 

Percentage of connections to the current host and 

specified service that have an RST error 
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Appendix C 

Sample results of DT based feature selection 

Detection error of DT based  feature selection for different output classes using traffic 

log type 

 

Root Mean Square Error (RMS) of DT based feature selection for different output 

classes using traffic log type 
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Appendix D 

Risk driven response component settings 

Table D.1: List of supported vulnerabilities and their scores 

CVE ID 
Vulnerability 

category* 

Vulnerability 

state** 

Global. 

score 

Impact scores 

C I A 

CVE-1999-1035 0 R 5.0 0 0 0.275 

CVE-1999-0153 0 R 5 0 0 0.275 

CVE-1999-0667 0 UR 10 0.66 0.66 0.66 

CVE-1999-1199 0 UR 10 0.66 0.66 0.66 

CVE-1999-0107 0 UR 5 0 0 0.275 

CVE-1999-0016 0 UR 5 0 0 0.275 

CVE-1999-0250 0 UR 10 0.66 0.66 0.66 

CVE-1999-1504 0 R 5 0 0 0.275 

CVE-1999-0116 0 UR 5 0 0 0.275 

CVE-1999-0128 0 UR 5 0 0 0.275 

CVE-1999-0377 0 UR 5 0 0 0.275 

CVE-1999-1423 0 UR 2.1 0 0 0.275 

CVE-1999-0513 0 UR 5 0 0 0.275 

CVE-2002-1024 0 R 7.1 0 0 0.66 

CVE-1999-1321 0 R 5.5 0.275 0.275 0.275 

CVE-1999-0223 0 UR 2.1 0 0 0.275 

CVE-2004-0230 0 R 5 0 0 0.275 

CVE-1999-0015 0 UR 5 0 0 0.275 

CVE-1999-0103 0 UR 5 0 0 0.275 

CVE-2004-0718 2 R 7.2 0.66 0.66 0.66 

CVE-2003-1475 2 R 6.8 0.275 0.275 0.275 

CVE-2004-1317 2 R 7.5 0.275 0.275 0.275 

CVE-2000-0597 2 UR 7.5 0.275 0.275 0.275 

CVE-1999-1333 2 R 7.5 0.275 0.275 0.275 

CVE-2000-0034 2 UR 5 0.275 0 0 

CVE-1999-0002 2 UR 10 0.66 0.66 0.66 

CVE-1999-1298 2 R 7.5 0.275 0.275 0.275 

CVE-1999-0527 2 R 10 0.66 0.66 0.66 

CVE-1999-200 2 UR 10 0.66 0.66 0.66 

CVE-2001-1087 2 UR 7.5 0.275 0.275 0.275 

CVE-1999-0005 1,2 R 10 0.66 0.66 0.66 

CVE-1999-0009 1,2 R 10 0.66 0.66 0.66 

CVE-1999-0260 2 UR 7.5 0.275 0.275 0.275 

CVE-1999-0047 0,1,2 R 10 0.66 0.66 0.66 

CVE-1999-1321 0,2 R 7.5 0.275 0.275 0.275 

CVE-1999-0034 2,3 UR 7.2 0.66 0.66 0.66 

CVE-1999-0525 2,3 UR 7.5 0.275 0.275 0.275 

CVE-1999-0376 1 UR 4.6 0.275 0.275 0.275 

CVE-1999-1317 1 R 4.6 0.275 0.275 0.275 

CVE-1999-0975 1 UR 4.6 0.275 0.275 0.275 

CVE-1999-0344 1 UR 4.6 0.275 0.275 0.275 
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CVE-2000-0258 1 R 5 0 0 0.275 

CVE-1999-0449 1 UR 7.8 0 0 0.66 

CVE-1999-1084 1 UR 4.6 0.275 0.275 0.275 

CVE-1999-0027 1 UR 7.2 0.66 0.66 0.66 

CVE-1999-0109 1 UR 7.2 0.66 0.66 0.66 

CVE-1999-1586 1 UR 7.5 0.275 0.275 0.275 

CVE-1999-0509 1 UR 7.5 0.275 0.275 0.275 

CVE-1999-0301 1 R 7.2 0.66 0.66 0.66 

CVE_1999-0126 1 R 7.2 0.66 0.66 0.66 

CVE-1999-0119 3 R 10 0.66 0.66 0.66 

CVE-1999-1035 3 UR 10 0.66 0.66 0.66 

CVE-1999-0153 3 UR 7.5 0.275 0.275 0.275 

CVE-1999-0667 3 UR 5 0 0 0.275 

CVE-1999-1199 3 UR 5 0 0 0.275 

CVE-1999-0107 3 UR 10 0.66 0.66 0.66 

CVE-1999-0016 3 UR 5 0 0 0.275 

CVE-1999-0250 3 UR 7.6 0.66 0.66 0.66 

 

*Vulnerability categories: 

0: service degradation 

1: privilege elevation 

2: remote exploit 

3: information disclose 

**Vulnerability state: 

R: publicly resolved flaw 

UR: unresolved vulnerability 

Setting files for risk treatment using genetic algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

# --------------------------------- 

# JGARiskConfig.ini settings 

# Created: july 23, 2011 

# Updated: August 19, 2011 

# --------------------------------- 

POPSIZE             =  100 

MAXGEN              =  500 

MUTRATE             =   0.2 

CROSSRATE           =   0.8 

SEED                =   1 

CRITERIA            =   MIN 

GENOTYPE            = edu.uniandes.copa.jga.BinaryGenotype 

PHENOTYPE           = edu.uniandes.copa.jga.SingleFitnessPhenotype 

FITNESSFCTN         = RiskEvalFunction 

# defined fitness function for our risk treatment problem 

MUTATION            = edu.uniandes.copa.jga.ExchangeBinaryMutation 

CROSSOVER           = edu.uniandes.copa.jga.SinglePointBinaryCrossover 
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# --------------------------------- 

# RiskSettings.ini settings 

# Created: july 23, 2011 

# Updated: August 19, 2011 

# --------------------------------- 

SEED         =   1 

CONTROLS     =  7 

# Genotype size: number of recommended controls for detected attack 

BASIC_RISK   = 48996 

# Basic risk evaluated by our risk assessment component 

TOLERATED_RISK = 15000 

SECURITY_BUDGET = 150000 

# These two parameters are fixed by information owner and experts 

COST_FILE    =  risk122.txt 

# Data file that contains required details about 7 included controls 

#---------------------------------------------------- 

# File: risk122.txt 

# Problem name: risk treatment 

# Format: control #, control id, effectiveness, cost 

#---------------------------------------------------- 

0 ,A.12.6.1 ,0.7,18500 

1 ,A.11.4.5 ,0.7 ,19750 

2 ,A.11.4.6 ,0.6 ,18000 

3 ,A.11.5.6 ,0.5 ,12000 

4 ,A.12.4.1 ,0.7 ,14000 

5 ,A.11.5.5 ,0.45 ,1250 

6 ,A.11.6.2 ,0.6 ,18500 
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