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Abstract. With the explosion of Web 2.0 platforms such as blogs, discussion 
forums, and social networks, Internet users can express their feelings and share 
information among themselves. This behavior leads to an accumulation of an 
enormous amount of information. Among these platforms are so-called mi-
croblogs. Microblogging (e.g. Twitter1), as a new form of online communica-
tion in which users talk about their daily lives, publish opinions or share in-
formation by short posts, has become one of the most popular social 
networking services today, which makes it potentially a large information base 
attracting increasing attention of researchers in the field of knowledge discov-
ery and data mining. Several works have proposed tools for tweets search, but, 
this area is still not well exploited. Our work consists of examining the role 
and impact of social networks, in particular microblogs, on public opinion. We 
aim to analyze the behavior and text posted by users to extract knowledge that 
reflect the interests and opinions of a population. This gave us the idea to offer 
new tool more developed that uses new features such as audience and Re-
tweetRank for ranking relevant tweets. We investigate the impact of these cri-
teria on the search's results for relevant information. Finally, we propose a new 
metric to improve the results of the searches in microblogs. More accurately, 
we propose a research model that combines content relevance, tweet relevance 
and author relevance. Each type of relevance is characterized by a set of crite-
ria such as audience to assess the relevance of the author, OOV (Out Of Vobu-
lary) to measure the relevance of content and others. To evaluate our model, 
we built a knowledge management system. We used a collection of subjective 
tweets talking about Tunisian actualities in 2012. 
 

1 Introduction 

In the current era, People are becoming more communicative through expansion of ser-
vices and multi-platform applications, i.e., the so called Web 2.0 which establishes social and 
collaborative backgrounds. They commonly use various means including Blogs to share the 
diaries, RSS feeds to follow the latest information of their interest and Computer Mediated 
Chat (CMC) applications to hold bidirectional communications. Microblogging is one of the 
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most recent products of CMC, in which users talk about their daily lives, publish opinions or 
share information by short posts. It was first known as Tumblelogs on April 12, 2005, and 
then came into greater use by the year 2006 and 2007, when such services as Tumblr and 
Twitter arose. The problem that we face is how to find this information and transform data 
collections into new knowledge, understandable, useful and interesting in the context where 
it is located. Information retrieval systems solve one of the biggest problems of knowledge 
management (KM): quickly finding useful information within massive data stores and rank-
ing the results by relevance. 

Recent years have revealed the accession of interactive media, which gave birth to a huge 
volume of data in blogs and micro-blogs more precisely. These micro-blogs attract more and 
more users due to the ease and the speed of information sharing especially in real time.  

Twitter has played a role in important events, but the service also allows people to com-
municate among a relatively   small   social  circle,  and  a   sizeable  part  of  Twitter’s   success   is  
because of this function. 

Indeed a micro-blog is a stream of text that is written by an author. It is composed by 
regular and short updates that are presented to readers in reverse chronological order called 
time-line. 

Today, the service called Twitter is the most popular micro-blogging platform. While mi-
cro-blogging services are becoming more famous, the methods for organizing and providing 
access to data are also improving. Micro-bloggers as well as sending tweets are looking for 
the last updates according to their interests. Finding the most relevant tweets to a topic de-
pends on the criteria of micro-blogs. 

Unlike other micro-blogging service, Twitter is positioned by the social relationship of 
subscription. And since the association is led, it allows users to express their interest in the 
items of another micro-bloggers. The social network of Twitter is not limited to bloggers and 
subscription relationships; it also includes all the contributors and data that interact in both 
contexts of use and publication of articles. We have analyzed the micro-blogging service 
Twitter and we have identified the main criteria of Twitter. 

But the question arises what is the impact of each feature on the quality of results? 
Our  work  consists   in   searching  a   new  metric  of   features’   impact  on   the  search   results’  

quality. Several criteria have been proposed in the literature Ben Jabeur et al. (2011) and Cha 
et al. (2010), but there are still other criteria that have not been exploited as audience which 
could be the size of the potential audience for a message: What is the maximum number of 
people who could have been exposed to a message? 

We gathered the features on three groups: those related to content, those related to tweet 
and those related to the author. We used the coefficient of correlation with human judgment 
to define our score. For processing the content of tweets, we intend to use resources and 
linguistic methods 

Our experimental result uses a corpus of thousand subjective tweets which are neither an-
swers nor retweets, and we also collected a corpus of human judgments to find the correla-
tion coefficient. 

The remainder of this paper is organized as follows. In section 2, we describe the task 
Twitter Information Retrieval. In section 3 we present all the features that we have used to 
calculate our score. In Section 4, we discuss experiments and obtained results. Finally, sec-
tion 5 concludes this paper and outlines future work. 
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2 Related works 

Recent years have witnessed the advent of interactive media and especially Web 2.0. This 
led to a huge volume of data from blogs, discussion forums and commercial sites. Indeed, 
blogs, being the figurehead of Web 2.0, are characterized by their evaluative usage, in the 
sense that users are using them to express themselves freely and share their opinions on their 
interests.  

A micro-blogging service is at once a communication mean and a collaboration system 
that allows sharing and disseminating text messages. In comparison with other social net-
works on the Web (for example Facebook, Myspace, LinkedIn, Foursquare), the microblogs 
articles are particularly short and submitted in real time to report a recent event. At the time 
of this writing, several micro-blogging services exist. In this paper, we will focus on the 
micro-blogging service Twitter which is the most popular and widely used. Twitter is charac-
terized from similar sites by certain features and functionalities. An important characteristic 
is the presence of social relationships subscription. This directional relationship allows users 
to express their interest on the publications of a particular blogger. Twitter is distinguished 
from similar websites by some key features. The main one consists on the following social 
relationship. This directed association enables users to express their interest in other micro-
bloggers’   posts,   called tweets, which doesn't exceed 140 characters. Moreover, Twitter is 
marked by the retweet feature which gives users the ability to forward an interesting tweet to 
their followers. A blogger, also called twitterer, can annotate his tweets using # hashtags or 
send it to a specific user through the user @ mentions. Finally, a tweet can also share a Web 
resource referenced by an URL. 

Several works have focused on the analysis of data posted on microblogs, particularly in 
Twitter. Barbosa (2010), Go (2009) and Jiang (2011) propose approaches for sentiment clas-
sification of Twitter messages i.e. determine whether tweets express a positive, negative or 
neutral feeling. Positive and negative polarities correspond respectively to a favorable and 
unfavorable opinion. To solve this task the authors have used natural language processing 
and machine learning techniques. 

Many studies have found that there is a high correlation between the information posted 
on the web and actual results. Doan et al (2011) have used tweets to analyze awareness and 
anxiety levels of Tokyo habitants the events of earthquakes tsunami and states of nuclear 
emergencies in Japan in 2011. Lampos (2010) have presented a method to measure the prev-
alence of H1N1 disease in the population of United Kingdom. They sought in the tweets the 
symptoms related to the disease. The obtained results were compared with real results from 
the Health Protection Agency. O connor (2010) also analyzed the tweets to predict public 
opinion and then compared the results with surveys. 

Given the specificity of micro-blogs, looking for tweets is facing several challenges such 
as indexing the flow of items Sankaranarayanan et al. (2009), spam detections, diversifica-
tion of results and evaluating the quality of tweets Nagmoti et al.  (2010). We find that most 
approaches for information retrieval in micro-blogs don't take into account all the features to 
narrow the search. In fact, each feature has a unique impact on the other ones. Based on this 
observation and to improve the results of research, we will try to overcome these limitations 
by measuring the impact of these criteria. We will propose a measurement metric impact 
criteria for improving outcomes research. The search for tweets is an information retrieval 
task ad-hoc whose objective is to select the items relevant micro-blogs in response to a que-
ry. The definition of relevance in the search for tweets is not limited to textual similarity but 
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also takes account of social interactions in the network. In this context, the relevance of the 
items depends also on the tweets' technical specificities and the importance of the author. 

Regarding the relevance of content, several studies have used Okapi BM25 algorithm 
Robertson (1998), other studies like work of Duan et al., (2010), have added new features 
such as tweets' quality ie the tweet that contains the least amount of Out of vocabulary 
(OOV) is considered as the most informative one. Also Duan et al, consider that the longer 
the tweet, the better amount of information it contains. 

Our work consists of examining the role and impact of social networks, in particular mi-
croblogs, on public opinion. We aim to analyze the behavior and text posted by users to 
extract knowledge that reflect the interests and opinions of a population. We introduce in this 
paper our approach for tweet search that integrates different criteria namely the social author-
ity of micro-bloggers, the content relevance, the tweeting features as well as the hashtag's 
presence. We present in the next section the main features of our criteria. 

3. Analysis of short texts using NLP 

Data analysis of social networks has become a major trend in the field of natural lan-
guage processing. Thus, large communities NLP gave its fair share to the analysis of data 
microblogs. In recent years, major conferences have created workshops for data analysis in 
social networks. Several studies concerned with the analysis of short texts do not aim only to 
determine the polarity of the messages, but to use the messages to detect events or predict 
results. 

Among the most important tasks for a ranking system tweet is the selection of features 
set. We offer three types of features to rank tweets: 

- Content features refer to those features which describe the content relevance be-
tween queries and tweets. 

- Tweet features refer to those features which represent the particular characteristics 
of tweets, as OOV and hashtags in tweet. 

- Author features refer to those features which represent the authority of authors of 
the tweets in Twitter. 

3.1. Content Relevance Features  

The criterion "Content" refers to the thematic relevance traditionally calculated by IR 
systems standards. The thematic relevance is generally measured by one of several IR mod-
els. One of the models reference. Information Retrieval IR  is the probabilistic model Jones 
et al. (2000) with the weighting scheme BM25 as matching request document function. For 
this reason, we have adopted this model for the calculation of the thematic relevance. Of 
course, it is made possible to calculate using any other IR model. BM25 is a search function 
based "bag of words", it allows us to organize all documents based on the occurrences of the 
query terms given in the documents. (cf section 2). 

We used four content relevance features: 
1. Relevance(T,Q): we used OKAPI BM25 score which measures the content rele-

vance between the query Q and tweet T. 
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Knowing that: w is a term in the query Q and Ti is the tweet i. 
2. Popularity(Ti,Tj,Q):    with  i  and  j  in  n  and    i≠j  :  it  used  to  calculate  the  popularity  of  

a tweet from the corpus. It measures the similarity between the tweets in the context 
of the tweet's topic. We used cosine similarity, according to a study done by  Sarwar 
et al. (2001) cosine similarity is the most efficient similarity measure ,in addition, it 
is not sensitive to the size of each tweet: 

 
Knowing  that  w  is  a  term  in  the  query  Q,  Ti  is  tweet  i,  Tj  is  tweet  j,  i  and  j  in  n  and    i≠j.  
3. Length of tweet (Lg(Ti,Q)): Length is measured by the number of characters that a 

tweet contains. It is said that more the tweet is long, more it contains information. 

 
4. Out of Vocabulary (OOV(Ti)): This feature is used to roughly approximate the 

language quality of tweets. Words out of vocabulary in Twitter include spelling er-
rors and named entities. This feature aims to measure the quality language of tweet 
as follows: 

 
With Number of OOV (Ti) is calculated as follows 

 
String tweet[] = tweet.split(" "); 
int count = 0; 
for (int i = 1; i < tweet.length; i++) 
if (checker.isNotCorrect(tweet[i])) 
{ 
Number of oov ++;  
} 

The more number of out of vocabulary is small the more quality of tweet is better. 

3.2. Tweet Relevance Features 

We note that the thematic relevance depends solely on the item and query. Each tweet has 
many technical features, and each feature form selection criteria that we have exploited. 

1. Retweet (Ti,Q): is defined as the number of times a tweet is retweeted. In a rational 
manner, the most retweeted tweets are most relevant. Retweets are forwarding of 
corresponding original tweets, sometimes with comments of retweeters. According 
to Duan et al. (2010), they are supposed to contain no more information than the 
original tweets.  

  
 

2. Reply(Ti): An @reply is any update posted by clicking the "Reply" button on a 
Tweet, it will always begin with @username. This feature aims to calculate the num-
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ber of reply to a tweet. Ultimately tweets that have received the most response are 
more relevant. 

   
3. Favor(Ti): this feature aims to calculate the number of times a tweet is classified as a 

favorite. If a message is considered by many followers as a favorite, it means that it 
is relevant. 

 
 

4. Hashtag Count(Ti):The # symbol, called a hashtag, is used to mark keywords or top-
ics in a Tweet. It was created organically by Twitter users as a way to categorize 
messages. This feature aims to calculate the number of hashtags in tweet. 

 
 

5. Url count(Ti):Twitter allows users to include URL as a supplement in their tweets. 
This feature aims to estimates the number of times that the URL appears in the tweet 
corpus. According to [DAM 12], tweets containing URLs are more informative 

 

 

3.3. Author Relevance Features 

Each blogger has specific characteristics such as number of follower and  number of 
mention We said that users who have more followers and have been mentioned in more 
tweets, listed in more lists and retweeted by more important users are thought to be more 
authoritative.  

1. Tweet Count(a):this feature represents the number of tweet posted by the author 
2. Mention Count (author): A mention is any Twitter update that contains 

"@username" anywhere in the body of the Tweet , this means that @replies are also 
considered mentions. This feature aims to calculate the number of times an author is 
mentioned. 

3. Follower(a):this feature represents the number of follower to the author 
4. Following(a): this feature represents the number of subscriptions of the author (a) to 

other authors 
5. Expertise(a): this feature was found by conducting a survey that asks people to rate 

the expertise of the blogger from 0 to 10.  
6. RetweetRank (a): Retweet Rank looks up all recent retweets, number of followers, 

friends and lists of a user. It then compares these numbers with those of other users' 
and assigns a rank. Retweet Rank tracks both RTs posted using the Retweet button 
and other RTs (ReTweets) (e.g. RT @username).This feature is an indicator of how a 
blogger is influential on twitter. 

7. TwitterPageRank(a): this feature represents the rank of author of the total twitter us-
ers using PageRank Algorithm 
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8. Audience (a): is the size of the potential audience for a message. What is the maxi-
mum number of people who could have been exposed to a message? 

4. Metric Measure of the impact of criteria to improve 
search results 

We introduce a research model that combines tweets relevant content, the specificities of 
tweets and the authority of bloggers. This model considers the specificities of tweets and the 
authority of bloggers as important factors which contribute to the relevance of the results. 

The search for tweets is a task of information retrieval whose goal is to select the relevant 
sections in response to a user's request. To present an accurate list of articles, our model 
combines a score of content's relevance, a score of author's authority and a score of tweets' 
specificities. The objective of this combination is to provide a list of tweets that cover the 
subject of the request and are posted by major bloggers. After normalizing the feature scores, 
these three scores are combined linearly using the following formula: 

 

 
With  score  (Ti,Q)  on  [0,  2]  and  β+γ=1. 
Where  Ti  and  Q  represent  respectively,  tweet  and  request.  β  and  γ  on  [0,1]  are  a  

weighting parameter kermi and Faiz  (2012). Scorecontent (Ti, Q) is the normalized score of 
the relevance of content. Scoretweet is the normalized score of the specificity of the tweet Ti 
and ScoreAuthor (a, Ti) is the normalized score of the importance of the author a corre-
sponds to the blogger who published the tweet Ti. 

 
We note that: 
1. Scorecontent(Ti,Q)=Relevance(T,Q) + Lg(Ti) + Popularity(Ti,Tj,Q) + Quality(Ti); 
2. ScoreTweet(Ti,Q)= Url count(Ti)+ Hashtag Count(Ti) + Retweet(Ti) + Reply(Ti) + 

Favor(Ti); 
3. ScoreAuthor(a,Q)= TwitterPageRank(a) +Audience(a)+ Tweet Count(a) + Mention 

Count(a) + Expertise(a) + RetweetRank(a) + Follower(a) + Following(a). 

5. Experimental Evaluation 

We conducted a series of preliminary experiments on a collection of articles from Twit-
ter, in order to evaluate the performance of our model. 

5.1. Description of the collection 

With the absence of a standard framework for evaluating information retrieval in micro-
blogs, we collected a set of articles and queries. Our concern is that the database size is 
small. We describe in the following collection of articles and the approach for collecting 
relevance judgments. 
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5.1.1. Search Engine TWEETRIM 

We built a search engine that we have called ``TWEETRIM", which allows to calculate 
all scores and display the most relevant tweets according to these score. It has as input a 
query composed of three keywords and as output a set of relevant tweets relative to the que-
ry. 

5.1.2. Tweet Set 

We built a collection of articles, metadata about relationships subscription and reply. This 
corpus is collected manually ie a thousand blogs and thousands of tweets have been browsed. 
This collection contained a total of 3000 tweets published by 50 active Tunisian bloggers 
who are interested on the Tunisian news, we chose the period of March 4, 2012 until June 4, 
2012. 

5.1.3. Queries and relevance judgments 

To perform queries and to collect the human judgement of relevance followed the follow-
ing steps: 

1. We collected 1000 queries on recent actualities in Tunisia from users, 
2. then, we used the system that we have built which allows us to view the 10 results 

are especially relevant according to the score of the content, 
3. and then, we asked 450 users to judge the 10 first results of each query. 

We suppose that the content relevance already exists and we will improve our search re-
sult by varying our two other scores ScoreTweet and ScoreAuthor. We calculate the correla-
tion coefficient between our scores and the corpus, which allowed us to find our weighting 
coefficients  β  and  γ. 

5.2. Results 

5.2.1. Estimation of weights 

We make a comparison within the values the values of correlation coefficients and from 
these results, we observe that the best correlation coefficient between 
βScoreTweet+γScoreAuthor with human judgment score = 0,161456763 when β = 0,4 and 
thus γ= 0,6. 

 

5.2.2. Evaluation of our model 

We compare, in Figure 2, the values of correlation's coefficients obtained by Tweet Fea-
tures and Author Features with the parameters β, γ values respectively (1.0) and (0.1) ob-
tained by experiments and the third configuration with β=0.4 and γ=0.6.  
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FIG.9 - Comparing correlation coefficients 

We notice that the performance of the last 2 configurations are very close with a slight 
advantage for the combination ``Tweet Features \& Author Features" on the model based 
only on the specificities of the tweet and the importance of the author. We conclude that 
Author features have more impact on the search's results then Tweet features. 
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FIG.9 - Comparing our model with reference model  

The reference model combines only the features linearly without weighting. This model 
gave us the correlation coefficient equal to 0.10 and our model gave us the correlation coef-
ficient of 0,16. Can clearly be seen a 35% improvement in the satisfaction of our human 
judgment. 
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6. Conclusion 

Research conducted under the auspices of knowledge management varies greatly in di-
rection and scope. There are several approaches that have been proposed which are based on 
the features. Therefore the choice of characteristics is important to obtain a satisfactory result 
and close to the human judgment. We have proposed in this paper a new metric for Social 
Research on twitter. This has to integrate relevance of content, the specificities of tweets and 
the author's importance where we incorporate new features such as the audience. The prima-
ry experimental evaluation that we conducted on a collection of articles of Twitter shows the 
measurement that we propose allows a better assessing the impact of bloggers and tweets' 
technical specificities. 

Looking ahead, we plan to conduct experiments under the Micro-blog Text REtrieval 
Conference (TREC) evaluation framework that will include a collection of many articles and 
queries for larger and whose relevance judgments are social. We also need to evaluate the 
influence of each feature independently. We plan to compare the performance of our model 
with other models for social searching of tweets. 
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